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I. INTRODUCTION 

A. Technical Background 

Multiplexing is simply the process by which two 
or more message waveforms are combined into a single wave- 
form for transmission over a single channel. The only 
essential requirement for a multiplexing system is that 
the receiver must be able to recover all of the message 
waveforms from the sinsle received waveform or, in other 
words, the multiplexer-transformation must be reversible. 

The block diagram of Figure 1 is useful for visual- 
ization of the multiplexing process. The symbols defined 
in the figure will be used throughout this paper. There 
are N message channels whose waveforms are denoted by mi(t). 
The single waveform out of the multiplexer is fm(t). 
This waveform is transmitted through a single channel which 
here is assumed to include transmitter carrier modulation 
and the corresponding receiver carrier dgmodulation. The 
received version of fm(t) is denoted by fm(t) to account 
for differences due to noise and distortion caused by 
imperfection in the channel. In general the asterisk is 
used to denote a receiver estimate of a transmitted quan- 
tity. Thus the demultiplexing process is said to produce 
outputs di(t) which should be as close as possible to the 
original message waveforms. 

There are two conventional methods of multiplexing, 
frequency division multiplexing (FDM) and time division 
multiplexing (TDM). These two methods have been used so 
predominantly that many people had the impression that they 
were the only possible multiplexing methods. However, from 
time to time other multiplexing methods were used, and in 
1952 Zadeh and Miller wrote a paper demonstrating,in effect, 
that there were infinitely many ways of multiplexing sig- 
nals in a reversible manner. They showed that multiplexing 
systems can be based on any set of orthogonal waveforms, 
of which infinite varieties exist. Later a number of 
papers were written, each describing a new type of multi- 
plexing system and claiming that each of these systems 
was superior in some sense to conventional systems. All 
of these systems will be discussed in the next chapter, but 
here the point is that the publication of these pape’rs 
created the requirement for a general analysis: 

1. To determine a general model which could des- 
cribe all conceivable multiplexing systems, and 

2. To determine by use of this model which types 
of multiplexing systems are optimum for certain 
important channels. 
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B. Project Rackground 

It is desirable to include here some of the basic 
background information on the project. Included will be 
a short description of other publications resulting from 
the grant. 

Grant NGR-44-005-039 was given by the National 
Aeronautics and Space Administration to the University of 
Houston on May 17, 1966. The principal investigator was 
R.D. Shelton. The grant was in the amount of $51,356 and 
was to run for one year. A renewal was received on February 
26, 1967 to support the project for a second year with the 
amount of $52,458. 

The title of the grant was "Advancement of the 
General Theory of Multiplexing with Applications to Space 
Communications." The grant consisted of three major tasks: 
1) development of new methods of signal multiplexing, 
2) performance comparison of new multiplexing systems with 
conventional systems and 3) application of the best of 
these new techniques to the design of a modulation and 
multiplexing system for the Apollo Applications Program. 

Table 1 lists technical personnel active in per- 
forming grant tasks during its first year. In addition to 
those listed a full-time secretary and a half-time drafts- 
man supported the project. The publications resulting 
from these studies are listed in chronological order in 
Table 2. Publications in progress in June 1967 are listed 
in Table 3. 
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C. Organization of this Report 8 

The next chapter provides a review of conventional 
multiplexing systems. A review is also made of the liter- 
ature on new types of multiplexing systems. 

Chapter I11 is a general study of possible multi- 
plexing systems. A model is derived which describes many 
interesting types of multiplexing systems. It is shown 
that each of the new multiplexing systems described in 
the literature fits into this model. The model may be 
used to develop a wide variety of new multiplexing systems. 
More importantly, it permits a rather general analysis of 
multiplexing system optimality. 

In Chapter IV a study is made using the model of 
Chapter I11 of the question of which multiplexing system 
is best. For a channel which disturbs the signal fm(t) only 
by the addition of independent white Gaussian noise, it is 
shown that all multiplexing systems of a very large class 
perform equally well. Thus the only important criterion 
of optimality for such a channel is that of equipment sim- 
plicity. This can be shown to depend primarily on the ease 
of generating a set of orthonormal waveforms as the impulse 
response of a set of linear time-invariant filters. It can 
be shown that a second way of achieving hardware simplicity 
is to use multiplexing systems based on binary waveforms. 
Detailed system analysis and design of these two classes 
of multiplexing systems are presented by Williams (1967). 

For other channels the type of optimum multiplexing 
system can be more objectively determined. For a channel 
which band-limits (in frequency) the signal fm(t), it is 
shown that a multiplexing system based on prolate spheroidal 
signals is optimum. In any case ordinary frequency divi- 
sion multiplexing is shown in Chapter V to perform almost 
as well and is much more practical to implement. 

For a channel which has a peak signal amplitude 
limitation, binary waveforms are shown to be optimum. Thus 
the selection of optimum systems becomes a problem of coding 
theory. 

When the channel imposes a combination of constraints, 
the question of multiplexing optimality is much more compli- 
cated. It is necessary to be fairly specific about the con- 
straints in order to arrive at the optimum system. In the 
final section of the Chapter IV an important example is 
worked out. 

In Chapter V performance comparisons are made between 
the optimum multiplexing systems derived in Chapter IV 
and the conventional systems presently used for such channels. 
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11. REVIEW OF MULTIPLEXING SYSTEMS 

A. Introduction 

review 
The purpose of this chapter is twofold. First a 
will be make of conventional multiplexinq systems. - -  

Detailed performance calculations will not be made, as they 
are readily available in the literature. A review will 
also be made of the papers which propose new multiplexing 
systems. The discussion is limited to multiplexing systems 
which use a single channel. Systems which exploit multiple 
waveform transmission capabilities of certain physical 
channels, such as use of two polarization senses on a radio 
link for two message channels, are not considered. 

There are two conventional kinds of multiplexing, 
frequency division multiplexing (FDM) and time division 
multiplexing (TDM). There is no book devoted to a study 
of multiplexing systems although several books, Black 
(1953), Nichols and Rauch (1956), Stiltz (1961), and 
Downing (1964) contain a chapter or two on conventional 
multiplexing systems. Most of these textbook treatments 
are based primarily on a single paper by Landon (1948), 
although the more recent books contain additional topics 
based on more modern papers. 

B. Frequency Division Multiplexing 

A general block diagram of a frequency division 
multiplexing system is presented in Figure 2. As usual, 
any carrier modulation and demodulation is included in the 
channel block. The messages modulate a set of sinusoidal 
subcarriers. 
The frequencies of the subcarriers are chosen so that, 
even after modulation, the spectra do not overlap when 
the modulator outputs are summed. Therefore, the indi- 
vidual spectrum resulting from modulation of a subcarrier 
by a specific message waveforms can be recovered by 
frequency filtering. Demodulation of the subcarrier then 
recovers the message waveform. 

Any type of modulation method may be used. 

The most common classification scheme for frequency 
division multiplexing systems is based on the type of 
subcarrier and carrier modulation. If the subcarriers 
are amplitude modulated and the carrier is frequency 
modulated, the multiplexing system is called an AM/FM 
system. Since there are about five common analog modu- 
lation methods, there are twenty-five combinations. So- 
called double multiplexing systems are sometimes used, 
where one or more of the message waveforms is the output 
of an FDM (or TDM) multiplexing system. Thus, one finds 
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combinations like PM/AM/FM, which would result if the 
message waveforms at the input of the previous example 
were actually a sum of phase modulated sub-carriers. 
The book by Nichols and Rauch (1956) contains tabulations 
of the noise performance of many of the possible combin- 
nations. In the same book there are also some elementary 
calculations of the crosstalk between message waveforms 
due to channel imperfections. Other sources for noise 
and crosstalk performance of FDM are Bennett et a1 (19551, 
Florman and Tary (1960), and Nicholas (1954). The problem 
of maximization of peak-to-average ratios for optimum 
noise performance is considered by Anderson et a1 (1961), 
Brock and McCarty (1955) and is summarized by Downing (1964). 
These are the key sources for theoretical results on FDM 
systems. There are many papers available on design and 
test of specific systems. A good source for such  hardware 
considerations is the bibliography by Filipowsky and 
Bickford (1965). 
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C. Time Division MultipleXing 

A general block diagram of a time division multi- 
plexing system is presented in Figure 3 .  The basic prin- 
ciple of operation of the system is time sharing of the 
channel by the message channels. This is shown schema- 
tically by the rotary switch or commutator in the figure. 
The block following the commutator represents any process- 
ing that is done on the sample pulses before they are 
sent to the channel (or carrier modulator) for transmission. 
The basic output of the commutator is a sequence of samples 
of the message channels containing the sample values as the 
amplitudes of the sample pulses. If a sample pulse is 
simply shaped by the sample processor for improved hand- 
width performance, the system is called a pulse amplitude 
modulation system (PAM). However, the information 
contained in the sample amplitude may be modulated onto a 
pulse in any other way as long as the basic principle of 
time separation of the samples is maintained. Thus the 
sample processor may modulate the width or duration of a 
pulse with the sample value (PWM or PDM). Pulse frequency 
modulation is used for single channel systems but is not 
used for TDM systems because it violates the principle of 
non-lapping time slots for the sample values. However, 
pulse position modulation(PPM) can be used for TDM systems 
since the position of the pulses can be restricted so that 
no two pulses can ever overlap. The most advanced form of 
sample processing is called pulse code modulation(PCM). 
In this system the sample values are converted into a binary 
number , by conversion of the voltage amplitude into its 
binary equivalent, for instance. The binary number is 
then used to alternate the polarity of a sequence of 
pulses, all of which are confined to the time slot allocated 
to the single sample value. 

The receiver must demodulate the received pulses to 
recover the original sample amplitudes. These sample 
amplitudes are directed to message channel outputs by 
another commutator (or decommutator) which must be in time 
synchronism with the transmitted commutator. The original 
message waveforms can be recovered by proper interpolation, 
if the sampling rate is high enough. 

Time division multiplexing systems are also clas- 
sified according to the type of modulation of the basic wave- 
form, which is a pulse instead of the sinusoid used for 
FDM. If phase modulation is the carrier modulation process, 
some possible systems are PAM/PM, PDM/PM PDM/PM, and PCM/PM. 
Crosstalk in TDM systems usually occurs because of limited 
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bandwidth or phase distortion in the channel, although 
nonlinearities can cause crosstalk as well. The book by 
Nichols and Rauch (1956) also contains tabulations of the 
noise and corsstalk performance of most of the common 
TDM systems. Another good source is the early paper by 
Bennet (1941). More recent papers are those by Marcatili 
(1961) and Moskowitz et a1 (1950). Another good text for 
TDM is Rowe (1965). 

D. Other Multiplexing Systems 

Time and frequency multiplexing systems are not the 
only methods possible for combination of several message 
waveforms into a single function of time for transmission 
over a single channel. In 1951 Marchand and Holloway pro- 
posed a systematic method for development of other types 
of multiplexing systems by the use of general orthogonal 
functions. This method arose because it was observed that 
separability of the message channels in time and frequency 
multiplexing at the receiver was based on the orthogonality 
of nonoverlapping time pulses and sine waves of different 
frequencies respectively. Since many other functions have 
the property of orthogonality, it became clear that many 
other types of multiplexing systems were possible. A 
paper by Zadeh and Miller (1952) and another paper by 
Marchand (1953) represent the next contributions to the 
speculations about such system possibilities. 

The first detailed system design and development 
of multiplexing systems based on other orthogonal functions 
was made by Ballard in a series of papers (1962a), (1962331, 
(1962~) and (1963). In the first of these papers the word 
''orthomux" was coined to describe multiplexing systems 
in which the message waveforms are linearly multiplied by 
the orthogonal functions in the transmitter and are recov- 
ered by correlation in the receiver. The general block 
diagram of an orthomux transmitter and receiver is shown 
in Figure 4 . The orthogonal waveforms are normalized 
so that: 

where 6, is the Kronecker delta, which is one when the 
subscripts are the same and zero otherwise. 
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The output of the multiplex system is the waveform: 

N 

It is necessary to assume that the orthogonality interval 
(0,T) is short enough so that the message waveforms can vary 
little during the interval, otherwise the terms in the series 
would no longer be orthogonal to one another. At the end of 
the interval the orthogonal waveforms are repeated, so 
that a continuous sequence of messages is sent. It is con- 
venient to then redefine the time origin so that the next 
interval is also written (0,T). The received waveform is 
also fm(t) if the channel is perfect. The jth message 
waveform can then be recovered by multiplying the received 
waveform by Oj(t) and integrating over the orthogonality 
interval: 
T T N N T  
IOj (t)fm(t)dt = jOj (t)C mi(t)Oi(t)dt = 
0 0 i=l i=l 0 

1 rnilOj (t)Oi(t)dt = mj (t) 

The assumption that mi(t) is essentially constant over the 
orthogonality interval was used in removing it from under 
the integral sign. It is seen the orthomux system is 
sucessful in recovering the original message waveform, 
as long as the receiver is in time synchronization with the 
transmitter. 

Double sideband modulation FDM and pulse amplitude 
modulation TDM are members of the orthomux class because 
the message waveform are multiplied by orthogonal sinusoids 
and time pulses respectively in these systems. Other FDM 
and TDM systems are essentially orthomux systems except that 
instead of modulating the basic orthogonal function by mul- 
tiplication, some other form of modulation is used which 
does not disturb the orthogonality of the On(t). Such sys- 
tems are called "non-multiplicative orthomux systems'' in 
this dissertation. 

Many sets of orthogonal functions are available for 
use in an orthomux system. Ballard has designed systems 
using Legendre polynomials and orthogonal binary (Rademacher) 
functions. Karp and Higuchi (1963) analyzed modified Her- 
mite polynomials. Judge (1962) analyzed another set of 
binary functions. Many other interesting functions are 
known.The publication of these papers led to the questions 
of which of the possible orthomux systems was optimum for 
specific channels and how superior was its performance to 
conventional systems. 
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Although the orthomux model is capable of producing 

an infinite variety of new multiplexing systems, it is not 
capable of describing all possible multiplexing systems. 
A simple multiplexing system for which no orthomux model can 
be derived is called amplitude division multiplexing or ADM. 
In this system the amplitude of a single waveform is deter- 
mined by the value of all the input messages. 
would be a system in which the messages on two binary inputs 
determine one of four possible constant output voltages. It 
is clear the input messages can be recovered from the out- 
put level so that a valid multiplexing system exists. 

An example 

Another multiplexing system for which no orthomux 
system can be derived is described by Titsworth (1963). 
The existence of these multiplexing systems which do not 
fit into the framework of the orthomux model raises another 
question: Does there exist a model which will describe all 
conceivalbe multiplexing systems? It would be very desirable 
if such a model could be found as it would allow a very 
general optimization to be made multiplexing systems. 
These questions are considered in the following chapter. 



111. GENERALIZED MULTIPLEXING SYSTEMS 

A .  Background 

18 

The purpose of this chapter is to attempt -0 devel I? - -  

a model which will describe ali posshile multiplexing systems. 
The most general diagram of a multiplexing system is that 
shown in Figure 1. One classification for such systems is 
based on the type of detection process used. Although other 
possibilities exist, in practice only two types of detectors 
are used. The first will be called a point or memoryless 
detector. It bases its decision of which of the input mes- 
sages,was transmitted on a single sample of the received wave- 
form fm(t). 
on the values of $m(t) over an interval of time: consequently 
it will be called an interval detector. This second type of 
detector is much more important because it has superior 
noise performance. 

The cecond type of detector bases its decision 

The superiority of interval detectors leads to the 
consideration of multiplexing systems which are transforma- 
tions between a vector of input numbers. 

and a waveform fm(t) defined for an interval from t = nT 
to t = (n + 1)T. 
? [fh(nTl = fm(t) for tc (nT, (n+l)T) 
Such a viewpoint is strictly correct if the input messages 
are binary (or M-ary) waveforms that have the same bit 
intervals. It is also essentially correct if the input 
messages are continuously varying (analog) waveforms that 
are bandlimited. At the present time, however, it will be 
helpful to visualize the input message waveforms as each 
having an infinite number of levels, and all of them having 
changing levels (if they change) at multiples of T seconds 
from the time origin. For each of the intervals a vector 
M(nT) represents the input messages, and the multiplexer 
produces a single waveform fm(t). A multiplexing system 
could easily be constructed which would "mix-up" the inter- 
vals. That is, the waveform fm(t) in one interval could 
depend on messages in other intervals. This case will not 
be considered here. It is said that the remaining clasS 
of multiplexing systems are real-time systems. 

+ 

It is clear that the only essential requirement for 
the multiplexing process to be reversible is that different 
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input message vectors must lead to different waveforms fm(t). 

Therefore if the ith channel has ki different levels (or 
messages) then the total number of different messages is: 

N K = I l k i  
i=l 

and K different waveforms fm(t) are required. The following 
derivation leads to a block diagram model for the multi- 
plexing system described in general terms above. The 
derivation is similar to that used by Wozencraft and Jacobs 
(1965) for the single channel case. First, however, a 
primitive model of a multiplexing system will be described. 

It is easy to see that one model which will describe 
any such multiplexing system is that shown in Figure 5. 
When the input message vector is mi, the vector transfor- 
mation produces an output of one for ciand zero for all the 
other coefficients: 

+ +  + 
C [mi] = Ci = (6i1, 6i2, 6i3, 0 . .  6ik) (2) 

This model is of some value for visualization of the multi- 
plexing process. Using it one may deduce an optimum receiver 
structure consisting of a bank of K correlators, with the 
decision of which message vector to announce being based on 
the correlator with the greatest output. This model has the 
decision of which message vector to announce being based on 
the correlator with the greatest output. This model has the 
disadvantage in that the number of waveform generators grows 
very rapidly with the number of channels. Also nothing in 
general can be said further about the properties of the 
message waveforms fm(t). In terms of a vector space analogy, 
this model produces a great number (K) of vectors (waveforms) 
to represent the input message vectors. However, it should 
be possible to simplify the model by projecting these vectors 
(waveforms) onto a set of orthonormal vectors (waveforms) 
with the minimum number of dimensions much smaller than K. 
This derivation results in a much more useful model. 

The result of the derivation will be the model 
shown in Figure 6 . This model will be called the general- 
ized orthomux system since it consists of an ordinary orthomux 
system preceded by the vector transformation $.The 
are a set of J different functions defined on (0,T). If the 
5 different messages are denoted by mi with i=1,2, ... K, then 
M is a one-to-one transformation between an input vector 

On(t) 
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Figure5. Primitive model for a general multiplexing system. 
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Figure 6 .  Model f o r  the generalized orthomux system. 
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and a coefficient vector with J components. 
+ +  '+ 
M(m) = a E (ail, aizr ai3.. .aij) ( 3 )  

( 4 )  
+-I -+ + 
M (a) = m 
The relationship between the size of J and the size of K 
will be determined later in this chapter. It is shown there 
that J will be at most equal to K. The model implies that 
the output waveform for the ith message can be written: 

The implications of this model for multiplexing system 
analysis and synthesis will be discussed in the next sec- 
tions. The derivation will be made first. The derivation 
amounts to a proof by use of the Gram-Schmidt orthogonali- 
zation procedure that any set of output waveforms can be 
expressed by Equation (5). 

B. Derivation of Generalized Orthomux Model 

Any input message vector may be picked at a starting 
point. It will be seen that this arbitrariness will cause 
the representation of Figure 6 $0 be not unique. This first 
message vector will be denoted m . The corresponding output 
waveform is fm. (t). The first ohthonormal function is set , 

equal to fml(tf, normalized by its energy. 

f (t) < <  
0, (t) f ml for 0-t-T. 

Where Eois defined by: 
T .l 

Eo E fmi '(t)dt = all 
0 

(7) 

.The vector is ( 6 o,o,  " ' 0 ) .  

Next a second message vector is chosen arbitrarily and 
denoted by $2 with its corresponding output waveform f (t). m2 
An attempt is made to project fm (t) onto the previous 
orthonormal function: 

2 

T 

0 
a21 Ifm,(t) Ol(t) dt, (8) 

and an auxiliary function xl(t) is defined to account for 
the differences between f, (t) and its projection on the 
01 (t) function. 2 
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it is necessary that: 

%- 
where El is the energy of Xl(t) : 

once b2(t) has been determined, a22 is simply the projection 
of fm,(t) onto this function: 

L. 

T 

which completes the determination sf the quantities required 
for a two-way message system, al, a2, Ol(t) and 02(t). 

In general the same orcedure is used for all the 
message vectors up to the K tR message vector. If J-1 
orthonormal functions were necessary to express the previous, 
(K-l)th, output waveform, then: 

T 

0 
determirnes all but one of the required coefficients. The 
auxiliary function is defined: 

( 1 5 )  akj = I fmj(t)Oj(t)dt for j=1,2, ... K-1 

J-1 
xk(t) fmk(t) - 1 akj j(t). (16) 

j=1 
If X (t) is not equal to zero at all times in the interval 
( 0  ,Tk, it is necessary to introduce another orthonormal 
function Oj (t) : 

where 
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and T 

Therefore all the message waveforms up to the last can be 
expressed by Equation (5)and the model of Figure 6 will 
hold for any of the hypothesized multiplexing systems. 
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C. Required Number of Orthonormal Signal Sources in 

Model 

In the derivation of the proceding section it was 
shown that all of the output waveforms can be written as 
an orthonormal expansion: 

J 
f (t) = 1 a o.(t) for i=1,2, ... K. mi j=1 ij I 

In this section the required number J of orthonormal signal 
sources will be determined. 

one new orthonormal function is required or none. Thus 
the maximum value of J is K. It will be assumed that at 
the ith step, fmi(t) is linearly dependent on the previous 
i-1 functions fm (t). By the definition of linear depen- 
dence this implies that there exists a set of constants 
bp such that: 

At each step of the orthogonalization process either 

i=l 

The previous functions have been expanded in terms of the 
orthonormal functions: 

J' 

where J' is simply the number of orthonormal functions re- 
quired for expansion of fm. (t). Therefore, by substitution 
of Equation (23) into Equat$d (22) : 

Then the auxiliary function for this trial is: 
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the term in the brackets is zero because: 

Therefore the auxiliary function Xi is identically equal 
to zero and no new orthonormal function need be introduced 
for expansion of f mi (t). 
By induction it is clear that the number of orthonormal 
functions required for expansion of the K different wave- 
forms fm(t) is equal to the number of these waveforms that 
are linearly independent. 
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D. Significance of the Model for Analysis of 

MultiDlexinu Svstems 

Since all multiplexing systems of a very wide class 
can be described by the generalized orthomux model, it may 
be used for analysis of an unknown multiplexing system. 
This might permit reception of otherwise secure transmissions. 
The application of the model to the general analysis of 
multiplexing system optimality is more important. This topic 
will be the subject of the next chapter. However, it will 
first be shown below that both of the reported multiplex 
systems which do not fit into the orthomux model do fit into 
the generalized orthomux model. 

1. Amplitude Division Multiplexing 

The generalized orthomux model for the amplitude 
division multiplexing system descrived in Chapter I1 can be 
easily derived. An example system is defined in Figure 7. 
One of the four output levels is transmitted during the 
interval (0,T). The system has a finite number(tw0) of 
message channels, and each of the messages changes (if they 
changelat multiples of T seconds from th& time origin. 
Thus all the requirements are met for development of a 
generalized orthomux model for the system. 

Application of the Gram-Schmidt orthogonalization 
procedure to the set of four different voltage levels used 
for fm(t) reveals that only one orthonormal waveform is 
necessary to represent all the possible f,(t) waveforms, 
and that the coefficients required are those listed in 
Figure 7 . This is a somewhat degenerate case, of course. 
However, it is certainly the simplest example possible for 
demonstration of how the generalized orthomux model works. 

2. A Boolean Function Multiplexed System 

Titsworth (1963) describes a Boolean function 
multiplexing system that has a number of attractive features. 
From the block diagram of the system used for implementation 
of this system it is difficult to see how it could be 
described by the generalized orthomux model. However, the 
system has a finite number of channels, each with a finite 
number of messages and each of the input messages changes 
(if they change) at multiples of T seconds from the time 
origin. Thus all of the requirements are met for develop- 
ment of a generalized orthomux model for the system. 

A simple example is chosen to demonstrate how such 
a model can be developed. The system to be analyzed is 
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F iqure  7 . A n  example of an  ampl i tude  d i v i s i o n  m u l t i p l e x i n q  

system, a) Transformat ion  t ab le  f o r  T. b) Waveform f m ( t )  

t h a t  r e s u l t s  from a sequence of i n p u t s :  m1=m2=0; ml=O, m 2 = 1 ;  

m l = l , m  -0; ml=m2=l .  c) Genera l i zed  orthomux model. 

d )  Transformation t ab le ,  M, f o r  c o e f f i c i e n t .  e) Ortho- 
-b 

2- 

normal f u n c t i o n .  
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Figure 8 .  An example of a Boolean-function multiplexed 
System. a) Block dia The exclusive-or function is used 
for combination of a ''pmAnd ml. b) Orthogonal functions used 
in system. c) Transformation table d) Output waveform resulting 
from an input sequence. 
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shown in Figure 8. There are binary inputs. The first 
input is added modulo-2 (the exclusive-or function) to a 
sequence of binary digits called a (l) , using Titsworths's 
notation. The second input likewise controls a second 
se uence called a (*I. Titsworth shows that if a and 
a 72) are orthogonal, zero crosstalk appears at the output 
of the demultiplexer. Thus in the figure, orthogonal wave- 
forms are specified for a (I)and a(*). Note that the 
exclusive-or combination simply means that the sequence a 
is sent if m=O and a-complement is sent if m=l. Titsworth 
also shows that the optimum logic function is strict 
majority logic. That is, the output fm(t) is one if there 
are more ones than zeros at the inputs, and zero if there 
are fewer. 

Titsworth's requirement that a (i) and a ( j )  be 
"orthogonal" means that the exclusive-or combination 

should have an equal number of logical ones and zeros in 
the sequence representing the code word, where the logic 
levels are k 1  volts. Equal ones and zeros then means 
that the integrator output is 0 volts for unkike sequences. 
Thus the "orthogonality" required by the Boolean function 
system is indeed the same as conventional definitions of 
orthogonality. 

The generalized orthomux model for this system will 
now be developed by use of Gram-Schmidt procedure. The 
notation (-l,l,l,l) will represent a waveform that is -1 
volts over the interval from t=O to t=4 and is +1 volts 
from t=T/4 to t=T, and so forth. Thus 

The first orthonormal function is defined as: 

The second waveform is orthogonal to the first, and a new 
orthonormal basis waveform is required for its representation. 
Indeed, it is obvious that this is true for all the waveforms 
so that: 

-1,+l, 1 , 1 
J T J T J T C  

Ol(t) = (- - - -1 I 



The transformation fi is defined by the table below: 
3i ml m2 ail ai2 ai3 ai4 

ml 0 0 1 0 0 0 

m2 0 1 0 1 0 0 

m4 

+ 

-+ 

g3 1 0 0 0 1 0 
1 1 0 0 0 1 

Again it is found that this multiplexing system is a special 
case of the gneralized orthomux system. Here each of the 
fmi(t) waveforms is orthogonal to the others. 

+ 
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E. Significance of the Model for Synthesis of 

By use of the generalized orthomux model an infinity 
of new multipexing systems can be derived. Not only are 
there infinite varizties of orthonormal waveforms for bases, 
but an infinity of M transformations are available as well. 
A short example is presented in this section to demonstrate 
the ease by which new multiplexing systems may be designed 
by use of the model. 

The 
transformation M is defined by the table in part b) of 
the figure or the equations below: 

Multiplexing Systems 

The exaTple system is shown in Figure 9 . 

ail = mi 8 m2, 

ai2 = m2 1 

where the special symbol in the first equation represents 
the exclusive-or operation. 
transformation is one-to-one. In fact, the inverse trans- 
formation ;-1 is given by: 

The table reveals that the 

ml = ail e ai2, 

ai2 m2 = 

This transformation is required in the receiver. 
Any pair of orthonormal signals can be used to 

complete the system, of course. A specific pair is shown 
in Figure 9 for an example. A sequence of all possible 
input message vectors in succession produces the output wave 
shown in part d) of the figure. This waveform demonstrates 
that the fundamental requirement for a multiplexing system 
is met. That is, each different message vector produces a 
different output waveform. 
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M' Transformation 

Figure g . Example of synthesis of a system using+the 
generalized orthomux model. a) Bl8ck diagram b) M trans- 
formation. c) An example of two orthonormal sign3ls.+d) The 
qutpyt fm(t) that results from an input sequence: mlI m 2 '  
m3t m4= 
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CHAPTER IV 

OPTIMUM MULTIPLEXING SYSTEMS 

In this chapter an attempt is made to determine optimum 
multiplexing systems for various types of channels. The general- 
ized orthomux model developed in Chapter I11 is used as a mathema- 
tical representation of the general multiplexing system. The 
cases of independent additive white Gaussian noise channel, a 
bandlimiting channel, a peak siqnal limiting channel, and a chan- 
nel with a combination of constraints are considered. The block 
diagram of such a system is shown in Fiqurelo . 
The Additive Noise Channel 

This channel model covers a fairly wide ranqe of actual 
communications systems. No carrier modulation and demodulation 
processes are included so that the model can be used directly 
only for baseband transmission or for systems where the effect of 
carrier modulation is included by suitable definition of the 
orthonormal waveforms On!t) . However, as long as the carrier 
modulation and demodulation processes introduce negliqible distor- 
tion in the transmission of fm(t), this model yields useful results 
except that it does not allow a study of the effects of frequency 
and amplitude-limiting in the carrier modulation process. These 
are discussed later in this chapter. 

The additive noise is usually statistically independent of 
the signal, and the statistics of the noise are frequently assumed 
to be Gaussian with zero mean. It is further assumed that the 
noise is white, that is, its spectral density, K, is constant over 
all frequencies of interest. This, too, is generally valid except 
when a carrier demodulation process (such as frequency modulation) 
introduces some complicated spectral density. The probability 
density function is determined for the output of an orthomux system, 
because it effectively summarizes the performance of the system 
for the additive noise channel. 

The transmitted signal is: 

N 

Although the calculations are made for an orthomux system, it is 
clear that simply replacing the mi(t) weicJhtin9 factors by aij would 
yield corresponding results for a qeneralized orthomux system. The 
received signal is: 



The o u t p u t  of t h e  Jth channel  is 

S u b s t i t u t i o n  and expansion y i e l d s :  

35 

(31) 

The o u t p u t  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  can be o b t a i n e d  from 
t h i s  equa t ion .  F i r s t ,  however it i s  i n s t r u c t i v e  t o  c a l c u l a t e  t h e  
mean and v a r i a n c e  of t h e  o u t p u t .  S ince  t h e  mean of t h e  n o i s e  i s  
z e r o ,  it i s  appa ren t  t h a t  t h e  mean of t h e  l a s t  term i s  z e r o  so t h a t :  

T h e  mean squa re  v a l u e  of t h e  o u t p u t  i s  q iven  by: 

The r e s u l t  is: 

A I  E [ m j ( t ) ]  *2  = E [ m ? ( t ) ]  + I / R n ( x - t ) O j ( t ) O j ( x ) d t d x  ( 3 5 )  

0 0  3 

where Rn(x) is t h e  a u t o c o r r e l a t i o n  f u n c t i o n  o f  t h e  n o i s e .  
w h i t e  n o i s e  of  d e n s i t y  K: 

Rn (x - t )  = K 6 ( X - t )  . 
E v a l u a t i o n  of t h e  i n t e g r a l  i n  Equat ion  (35) yields: 

*2 2 E [ m j  ( t ) l  = E [ m j  ( t)] + K 

For 

( 3 7 )  

The  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  of t h e  o u t p u t  can be deter- 
mined from t h e  equa t ion :  



3 6  
Since any linear transformation of a Gaussian random process yields 
Gaussian statistics, the probability density function of the out- 
put must be Gaussian with the mean and mean square values previously 
calculated. If mj(t) is assumed to be a constant, C,, the result 
is: 

The performance is completely independent of the type of 
orthonormal waveforms used, and thus all such orthomux systems 
perform equally well for this channel. As mentioned earlier these 
results are strictly valid for an orthomw system. However es- 
sentially the same results apply to the generalized orthomux sys- 
tem if the role  of mi(t) is replaced by the coefficient aij. The 
receiver estimates aij of these coefficients also have the Gaussian 
probability density function with the same mean and variances as 
previously calculated. Thus the calculated density function ef- 
fectively summarizes the performance of a qeneralized orthomux 
system as well. However, a generalized orthomux system differs in 
that a sinqle error in reception of a coefficient will in qeneral 
cause an error in more than one message output. 

The above discussion shows that the orthomux system has the 
desirable propertv of minimizing interaction or crosstalk between 
channels. That is, if an error is made in the reception of sinqle 
ail, the orthomux system transforms this error into an error in 
on y one of the output message channel, whereas the qeneralized 
orthomux system would in general have an error in more than one of 
the output messages because of the characteristics of the fi and fi-l 
transformations. Since the noise variance is the same for each of 
the coefficients, aij, the dependence of output message on a single 
aij is desirable. However, the probability of error is also a 
function of the mean value of aij, and it is not altogether clear 
that a properly chosen transformation might lead to an improved 
performance of all the channels in a svstem. That is, a trade-off 
might be possible between crosstalk and the average rate of errors 
for all the channels. 

The theoretical background for this studv is available in 
linear algebra theory (Wozencraft and Jacobs, 1965). It appears 
that the optimum 3 transformation for combating additive noise is 
the one that maximizes the vector distance between the different 
transmitted message waveforms. Thus, coefficients which lead to 
simplex codes should be chosen, although orthogonal output message 
waveforms fm (t) would have essentially the same performance if the 
number of different messages is large. 

For a given ft transformation the conclusion that all general- 
ized orthomux systems have the same noise performance implies that 
the only important factor in selection of the orthonormal waveforms 
is ease of implementation. This point is considered in detail by 
Williams (19671,but it is worth mentionins here the approaches used. 
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There are two basic approaches to achievement of equipment 
simplicity. The first is to select orthonormal waveforms that oc- 
cur naturally as the impulse response of simple linear, time- 
invariant circuits. Thus, the convolution operation can be used 
to avoid multipliers in the transmitter. The same approach can 
sometimes be used to avoid multipliers in the,receiver. 

The second approach is to use binary waveforms and digital 
circuitry. With suitable logic level definitions qates can replace 
multipliers in both transmitter and receiver. 

The Bandlimiting Channel 

All practical channels are limited in the bandwidth they can 
transmit. Signals are also characterized by the bandwidth they oc- 
cupy in the frequency domain. Signal bandwidth can occasionally be 
reduced by the removal of redundant information at the source. This 
problem of "source coding" or "data compression'' is a very active 
area of research in communications at present. However, here the 
message channels will be characterized by a fixed bandwidth B, which 
is assumed to be the same for each of the N message channels. 

Two approaches are possible to the problem of determininq the 
effects of channel bandwidth constraints on the design of multi- 
plexing systems. First an arbitrary set of orthonormal basis wave- 
forms may be selected, and the crosstalk determined for a channel 
which limits the bandwidth of the transmitted waveform. The second 
is to search for waveforms which have minimum bandwidth. The second 
approach leads to more specific answers and is the one taken here. 
Williams (1967) investigates the effect of various kinds of band- 
limiting on some of the orthonormal waveforms that are interesting 
from an implementation viewpoint. 

1. Bandwidth Required for a Noiseless Channel 

It is reasonable to suppose that the minimum bandwidth required 
to transmit N independent message channels, each bandlimited to B 
Hertz, is NB. However this is not the case if absolutelv noise-free 
channel performance is assumed. In fact it will be shown below that 
a channel bandwidth of B Hertz will suffice, regardless of the size 
of N, and that if coding of the individual channels is permitted, 
the transmission bandwidth may be made arbitrarily small. As N in- 
creases, however, the waveforms representing different messages 
have increasingly large peak power to average power ratios and be- 
come more alike so that increasing resolution is required in the 
receiver. Noise sets an ultimate limit to this resolution and must 
be considered in some way if meaninqful results are to be obtained. 
Thus, it is more useful to consider simultaneously the constraints 
of bandlimitation and noise. 
limiting channel first, insiqht is gained into the interaction of 
the two channel limitations. 

By considering the noisefree band- 
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I f  each message channel  i s  i d e a l l y  bandl imi ted  t o  R Her tz ,  t h e  

Nyquist  sampling theorem s ta tes  t h a t  samples t a k e n  a t  a ra te  of 2B 
samples p e r  second w i l l  pe rmi t  e x a c t  r e c o n s t r u c t i o n  of t h e  o r i g i n a l  
message waveforms. The re fo re  t h e  sequence of 2B samples per  second 
c o n t a i n s  e x a c t l y  t h e  same in fo rma t ion  a s  t h e  o r i q i n a l  waveform. Now 
it w i l l  be assumed t h a t  there are a f i n i t e  number of p o s s i b l e  m e s -  
sages f o r  each message channel .  Even if t h e  message waveforms have 
a cont inuous  range of p o s s i b l e  l e v e l s ,  t h i s  assumption can be j u s t i -  
f i e d  by obse rva t ion  of t h e  f a c t  t h a t  any p r a c t i c a l  communication 
system need t r a n s m i t  messaqe levels t o  w i t h i n  some t o l e r a n c e  l i m i t .  

S i n c e  each message has  o n l y  a f i n i t e  number of s i g n i f i c a n t  
levels, t h e  samples from each  message channel  can  be coded i n t o  a 
sequence of b i n a r y  numbers, w i t h  o n l y  a f i n i t e  number of b i n a r y  
d i g i t s  be ing  r e q u i r e d .  The b i n a r y  numbers from a l l  t h e  channe l s  
can be combined (by p l a c i n g  them one a f t e r  a n o t h e r  for  i n s t a n c e ) .  
T h i s  b i n a r y  number can be used as t h e  w e i g h t  for a waveform used t o  
t r a n s m i t  t h e  e n t i r e  set o f  messages. For example i f  t h e  number i s  
100 ,000 ,000  f o r  a three channel  system w i t h  each  channel  having 
e i g h t  o r  fewer messages, t h e  peak v o l t a g e  of t h e  waveform could  be 
set a t  28 mic rovo l t s .  

The b a s i c  waveform can be chosen t o  occupy a minimum bandwidth. 
A t i m e  f u n c t i o n  ( s i n e  2 r B t ) / t  may be r e p e a t e d  e v e r y  1 / 2 B  seconds 
wi thou t  i n t e r f e r e n c e  between p u l s e s  if t h e  d e t e c t i o n  i s  based on 
sampling t h e  waveform a m u l t i p l e s  of  1 / 2 B  from t h e  t i m e  o r i g i n .  
T h i s  i s  because a l l  bu t  one of t h e  t r a i n  o f  p u l s e s  i s  z e r o  a t  t h e  
sampling t i m e .  N o t  o n l y  i s  t h i s  set of p u l s e s  d e s i r a b l e  because of 
t h e  p o s s i b i l i t y  o f  z e r o  crosstalk f o r  p o i n t  d e t e c t i o n ,  b u t  it i s  
optimum i n  t h e  s e n s e  of minimum bandwidth s i n c e  t h a t  i t s  spectrum 
i s  f l a t  and e n t i r e l y  c o n t a i n e d  i n  a bandwidth of B Hertz .  

Thus a c o n s t r u c t i o n  has  been made for  a m u l t i p l e x i n g  system 
which w i l l  t r a n s m i t  N message channe l s  each  of bandwidth B i n  a 
t o t a l  bandwidth of B Hertz .  The system is  e n t i r e l y  feasible as long  
a s  t h e  channel  is indeed  noiseless. Equipment complexi ty  i s  reason-  
able i f  t h e  number of messaqe channe l s  and t h e i r  p o s s i b l e  l e v e l s  are 
s m a l l  . 

I n  t h e  d e r i v a t i o n  above it has  been assumed t h a t  t h e  i n d i v i d u a l  
channe l s  were sampled a t  the  Nyquis t  ra te  and t h a t  t h e  system merely 
coded t h e  set of samples from a l l  t h e  message channe l s  i n t o  a s i n g l e  
waveform. It i s  p o s s i b l e  t o  reduce  t h e  t r a n s m i s s i o n  bandwidth s t i l l  
f u r t h e r  by coding t h e  o u t p u t s  o f  t h e  messaqe channe l s .  F o r . i n s t a n c e  
if n of t h e  samples of each  message channe l  are t r ans fo rmed  i n t o  a 
s i n g l e  b ina ry  number t h e n  t h e  t r a n s m i s s i o n  bandwidth can be reduced 
by t h e  same cadinq scheme t o  B/n. Thus t he  t r a n s m i s s i o n  bandwidth 
can be made a r b i t r a r i l y  small by t h i s  codinq p rocedure ,  a t  t h e  ex- 
pense of i n c r e a s e d  peak t o  average power r a t i o  and/or  i n c r e a s e d  
s i g n a l  r e s o l u t i o n  d i f f i c u l t i e s  a t  t h e  receiver. 

The coding schemes d i s c u s s e d  above are f e a s i b l e  o n l y  f o r  a 
very  sma l l  number o f  channe l s  each w i t h  a v e r y  s m a l l  number of p o s s i b l e  
messages. However t h e  r e s u l t s  are i n t e r e s t i n g  because  it i s  n o t  
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obvious t h a t  coding may be used t o  r educe  t r a n s m i s s i o n  bandwidth t o  
an a r b i t r a r i l y  small va lue .  Most codinq procedures  a r e  used for 
o t h e r  purposes  and have a side effect  of i n c r e a s i n g  bandwidth. 

The answer t h a t  NB H e r t z  i s  t h e  minimum bandwidth fo r  t r a n s -  
miss ion  of N channe l s  o f  bandwidth B i s  so i n t u i t i v e l y  appea l ing  t h a t  
it is  desirable t o  i n v e s t i g a t e  t h e  channel  assumptions necessa ry  t o  
arrive a t  t h i s  answer. One set of r e a s o n a b l e  assumptions which w i l l  
lead t o  t h i s  answer i s  t h e  fo l lowing:  

a )  Suppose t h e  system i s  an orthomux system so t h a t  
i n t e r a c t i o n  between channe l s  i s ,min imized ,  as w a s  
de t a i l ed  i n  t h e  p rev ious  s e c t i o n .  The re fo re ,  

b) S ince  each  of t h e  message channe l s  i s  i d e a l l y  band- 
l i m i t e d  t o  Hertz  it i s  n e c e s s a r y  t h a t  T = 1/2€3, 

c) There i s  a theorem by Landau and Po l l ack  (1962)  which 
allows a bound on t h e  number of orthonormal waveforms 
O n ( t )  p o s s i b l e  i n  an i n t e r v a l  of T seconds.  The 
c r i t e r i o n  of band l imi t ing  is  somewhat unusua l  and w i l l  
lead t o  a s l i q h t l y  d i f f e r e n t  bound than  t h e  NB de- 
sired,  b u t  it w i l l  be clear t h a t  t h e  t r a n s m i s s i o n  
bandwidth must be e s s e n t i a l l y  W = NB, The theorem 
states t h a t  t h e  number of o r thoqona l  waveforms t h a t  
are z e r o  o u t s i d e  of an i n t e r v a l  of T seconds is 
( c o n s e r v a t i v e l y )  ove r  bounded by: 

where W i s  the bandwidth d e f i n e d  such t h a t  none of 
t h e  o r thogona l  waveforms has more t h a n  1 / 1 2  o f  i t s  
energv  o u t s i d e  t h e  i n t e r v a l :  

From these assumptions and t h e  theorem above t h e  t r a n s m i s s i o n  
bandwidth 1.J is: 

and a s l i q h t l y  d i f f e r e n t  c r i t e r i o n  of band l imi t inq  could  e a s i l y  lead 
t o  a bound o f  e x a c t l y  NR.  
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For other reasonable criteria of bandlimiting slightly 

different results will be obtained, but it is clear that W will be 
always bounded by kNB where k is approximately one. It is easy to 
see that FDM with single sideband modulation of the subcarriers 
and super FDM both achieve essentially the minimum bandwidth of NB. 
Thus, there appears to be very little to be qained in bandwidth 
conservation by the use of other orthoqonal waveforms as basis. It 
is possible that some other orthonormal waveforms will have essentially 
the same bandwidth and will be superior in some other respect such as 
peak to average power ratio or ease of implementation. 
for such candidates it is natural to examine the waveforms which 
achieve minimum bandwidth according to various criteria of band- 
1 imit ing. 

In a search 

Slepian and Pollak (1961) show that the prolate spheroidal 
wave functions achieve a maximization of the fraction of enerqy re- 
maining in a fixed bandwidth for a function which is strictly limited 
to T seconds in the time domain. Curves of these functions are pre- 
sented by Slepfan et a1.(1961), but in general they are verv similar 
to (sine x) /x funcfjrons in appearance. These orthonormal waveforms 
are rather undesirable from the ease of implementation viewpoint, but 
their overall performance parameters are compared to conventional FDM 
systems in the next chapter. 

The Peak Limiting Channel 

Because most carrier modulation and demodulation processes 
have a peak modulation siqnal limitation, it is necessary to inves- 
tigate which set of orthonormal basis waveforms are optimum for this 
channel. Before making this study, however, it is desirable to show 
why carrier modulators have this modulation signal constraint, since 
this is not widely realized except for amplitude modulation. 

For the various amplitude modulation systems (AM,SSB,DSB, 
vestigial sideband, etc.) the'peak power that must be produced by 
the transmitter power amplifier is determined by the peak input 
modulation siqnal. Such power amplifiers are limited in the amount 
of peak output power they can produce without damage to themselves 
or related equipment. This is a well known limitation for amplitude 
modulation systems, but similar limitations exist for frequency and 
phase modulation as well. 

For frequency modulation the radio frequency bandwidth re- 
quired is as much a function of the peak modulation voltage'as it is 
a function of the modulation frequency. Indeed the simplest estimate 
for bandwidth f o r  an FM system is: 

where w, is the hiqhest frequency component of the modulation signal, 
and Sl is the peak frequency deviation, which is proportional to the 
peak modulation voltage. Thus the limitation on radio frequency 
bandwidth implies a limitation on the peak modulation signal. 
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The phase modulat ion s y s t e m s  t h a t  a r e  c u r r e n t l y  i n  use  

employ synchronous demodulation i n  t h e  receiver. That  i s ,  t h e  
p roduc t  i s  formed between t h e  phase modulated carrier an6 a cohe ren t  
l o c a l  osc i l la tor :  

cos{%t + $(t) 1 s i n  w t  

which a f te r  s u i t a b l e  f i l t e r i n g  y i e l d s  a s i g n a l  t x o p o r t i o n a l  t o  s i n  
B ( t )  . I n  o r d e r  f o r  t h i s  s i n e  f u n c t i o n  t o  be a one-to-one t r a n s f o r -  
mat ion of t h e  i n p u t  phase ,  t h e  peak masni tude o f  t h e  modulat ion 
must be l i m i t e d  t o  less t h a n  90  degrees. Indeed ,  i f  t h e  system is  
t o  be l i n e a r ,  t h e  modulat ion must be r e s t r i c t e d  t o  much less t h a n  9 0  
d e g r e e s  so t h a t  t h e  approximation:  

may be made. 

Thus, each  of t h e  common analog modulat ion systems has  a 
peak modulat ion s i g n a l  l i m i t a t i o n .  On t h e  o t h e r  hand it i s  w e l l  
known t h a t  t h e  o u t p u t  s i q n a l  t o  noise r a t i o  i s  p r o p o r t i o n a l  t o  t h e  
average  power i n  t h e  modula t ion  s i q n a l .  Appendix A demonst ra tes  
t h i s  f a c t  f o r  t h e  q e n e r a l  m u l t i p l e x i n q  system. The re fo re ,  i n  any 
s i g n a l  waveform d e s i q n  problem it  i s  impor t an t  t o  p i c k  waveforms 
t h a t  have a minimum peak t o  root-mean-sauare va lue .  E a u i v a l e n t l y  
one can minimize t h e  peak power t o  average  power ra t io .  

I n  t h e  q e n e r a l  m u l t i p l e x i n q  system model used here t h e  
carrier modulat ion and demodulation p r o c e s s e s  are inc luded  i n  t h e  
channel .  Two approaches a r e  p o s s i b l e  i n  i n v e s t i q a t i n a  t h e  compli-  
c a t i o n s  caused by t h i s  channel  c o n s t r a i n t .  The f i r s t  i s  t o  de te rmine  
which waveforms have optimum peak-to-average power r a t i o .  Such a 
set of waveforms w i l l  produce t h e  maximum o u t p u t  s i g n a l - t o - n o i s e  
r a t i o  fo r  a channel  t h a t  has  a peak modulat ion s i q n a l  c o n s t r a i n t .  
The second approach i s  t o  de termine  t h e  e f f e c t  o f  peak c l i p p i n g  on 
waveforms t h a t  are a t t r a c t i v e  from t h e  p o i n t  of view o f  other  con- 
s t r a i n t s ,  such as e a s y  implementat ion or s m a l l  bandwidth. Conven- 
t i o n a l  m u l t i p l e x i n q  systems a r e  designed on such  a b a s i s .  One 
calculates t h e  p r o b a b i l i t y  of a peak l e v e l  be inq  exceeded and de- 
s i g n s  t h e  system so t h a t  t h i s  happens a c e r t a i n  s m a l l  f r a c t i o n  of 
t h e  t i m e .  I n  f a c t  ampl i tude  c l i p p e r s  a r e  o f t e n  employed t o  e n s u r e  
t h a t  t h e  modulat ion s i q n a l  d.oes n o t  exceed t h e  maximum allowed l e v e l .  

The f i r s t  approach l e a d s  t o  a t r a c t a b l e  Droblem, and a set 
of o p t i o n a l  Waveforms i s  easy  t o  determine.  The fo l lowing  s e c t i o n  
i s  concerned w i t h  t h i s  approach. The second approach i s  a n a l v t i c a l l y  
v e r y  d i f f i c u l t  because  of t h e  non- l inear  t r a n s f o r m a t i o n s  r e q u i r e d .  
Computer s i m u l a t i o n s ,  on t h e  o t h e r  hand, q i v e  immediate r e s u l t s  f o r  
such  c l i p p i n q .  Some a n a l y t i c a l  r e s u l t s  and more e x t e n s i v e  s i m u l a t i o n  
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r e s u l t s  conclude t h i s  chapter. 

1. Optimal waveforms f o r  minimum peak-to-average power 

It i s  clear t h a t  t h e  minimum peak-to-averaqe D o w e r  r a t i o  
f o r  any waveform i s  one. T h i s  f ac t  i s  almost s e l f - e v i d e n t ,  b u t  a 
mathematical demonst ra t ion  w i l l  serve t o  Drovide i n s i q h t .  I f  f , ( t )  
i s  a voltaqe,  t h e  peak power is: 

2 where t h e  numerator i s  t h e  maximum v a l u e  of f m ( t )  on t h e  i n t e r v a l  
(0,") and t h e  denominator i s  t h e  r e s i s t a n c e  l e v e l  a t  t h e  n o i n t  w h e r e  
t h e  voltaqe appears. The average  power is: 

By an e lementary  theorem of c a l c u l u s :  

Therefore 

Furthermore t h e  maximum r a t i o  of one ho lds  o n l y  when t h e  e q u a l  s i q n  
holds  i n  Equat ion 4 3  ) .  T h i s  o c c u r s  o n l y  when f 2 ( t )  a t t a i n s  i t s  
maximum value  of SA a t  every p o i n t  i n  t h e  i n t e r v a l  ( 3 , T ) :  

f i ( t )  = S2 t € ( O , T )  ( 4 4 )  

T h e r e f o r e  t h e  optimum s i q n a l  f o r  a peak ampl i tude  c o n s t r a i n t  i s  a 
b i n a r y  s i q n a l  w i t h  z e r o  averaqe va lue :  

The se ts  of  o u t p u t  waveforms s a t i s f y i n g  Equat ion ( 4 5  ) 
may be d iv ided  i n t o  c l a s s e s  called synchronous and asynchronous.  The 
term asynchronous i s  used t o  denote  b i n a r y  waveforms t h a t  may have 
t r a n s i t i o n s  a t  any p o i n t  i n  t h e  i n t e r v a l  ( 0 , T ) .  An example i s  t h e  
so-called random te legraph  s i q n a l .  
z e r o  c ros s ing  t h a t  always occur  i n  r e s p o n s e  t o  a master clock i n  t h e  

Synchronous b i n a r v  waveforms have 



4 3  

system. That  i s ,  p o s s i b l e  t r a n s i t i o n s  a r e  always a t  t h e  same i n s t a n t s  
for  a l l  f m .  ( t) waveforms, and these possible t r a n s i t i o n  t i m e s  a r e  a t  
i n t e g r a l  m h l t i p l e s  of some f r a c t i o n  o f  t h e  i n t e r v a l  T: 

T t o  = - n 

Only synchronous waveforms w i l l  be cons ide red  here because t h e  t h e o r y  
of t h e i r  performance i s  w e l l  developed,  and t h e y  a r e  so much easier 
t o  implement t h a t  asychronous waveforms have a p p a r e n t l y  never  been 
used i n  m u l t i p l e x i n g  systems. 

I f  t h e  o u t p u t  waveforms are restricted t o  t h e  synchronous case, 
t h e  problem becomes one of coding. S i n c e  a l l  b i n a r y  waveforms of 
z e r o  averaqe  v a l u e  are o p t i m a l  for t h e  peak l i m i t i n g  channe l ,  it is 
n e c e s s a r y  now t o  c o n s i d e r  t h e  o t h e r  performance c r i t e r i a  of n o i s e  
performance and bandwidth requi rements .  T h e r e  are three major 
t y p e s  of block codes s u i t a b l e  for u s e  i n  a g e n e r a l i z e d  orthomux sys-  
t e m .  They are t h e  s implex,  o r thoqona l ,  and b i -or thogonal  codes. 
Simplex codes have t h e  best  n o i s e  performance,  b u t  t hey  are o n l y  
s l i g h t l y  s u p e r i o r  t o  o r t h o g o n a l  codes i f  t h e  number of p o s s i b l e  ou t -  
p u t  waveforms i s  l a r q e .  Orthogonal codes are b i n a r y  waveforms t h a t  
are a l l  o r thogona l  t o  one ano the r  i n  t h e  same s e n s e  t h a t  any func- 
t i o n s  are o r thogona l .  

The d i s t i n c t i o n  between t h e s e  codes i s  best exp la ined  i n  terms 
of a v e c t o r  space  r e p r e s e n t a t i o n  of t h e  possible  waveforms. Each 
p o s s i b l e  f m ( t )  waveform i s  c a l l e d  a code word. Each code word is  
divided i n t o  n b i n a r y  b i t s  t h a t  a r e  e i ther  +S or  -S i n  ampli tude.  
Thus t h e  code words can be p l o t t e d  i n  n d imens iona l  space.  Simplex 
codes are op t ima l  i n  t h e  s e n s e  t h a t  t h e  d i s t a n c e  between a l l  t h e  code 
words i s  as  large a s  p o s s i b l e .  Orthogonal  codes have code words 
a r r a n g e d  so t h a t  t h e y  are o r thogona l  i n  a v e c t o r  sense. Bi-or thogonal  
codes are formed f r o m  a q iven  o r thogona l  code by use o f  t h e  n e q a t i v e  
waveforms of a l l  t h e  code words i n  t h e  o r thoqona l  code. Thus, b i -  
o r t h o q o n a l  codes have t w i c e  a s  many p o s s i b l e  code words f o r  a q i v e n  
number of dimensions,  which i m p l i e s  t h a t  t h e y  r e q u i r e  h a l f  t h e  band- 
w i d t h  o f  o r thogona l  codes a t  t h e  expense of  t w i c e  as much s i g n a l  
power for a g i v e n  error p r o b a b i l i t y .  Implementation of a bi-ortho- 
gona l  code r e q u i r e s  approximately h a l f  as much eauipment as an  
o r t h o g o n a l  code. 

The performance of these codes i s  compared t o  conven t iona l  
FDM and TDM i n  t h e  n e x t  c h a p t e r .  

A Channel With a Combination o f  C o n s t r a i n t s  

Althouqh it i s  necessa ry  t o  be somewhat s p e c i f i c  about  t h e  type  
of channe l  when it has more than  one c o n s t r a i n t ,  it has  been possible 
t o  de te rmine  a parameter  which p e r m i t s  s tudy  of system o p t i m i z a t i o n  
f o r  t h e  most impor t an t  channels .  I t  w a s  i n i t i a l l y  clear t h a t  such a 
parameter must i n c l u d e  s imul t aneous ly  t h e  peak-to-average power 
r a t io  characterist ics and bandwidth of  t h e  waveform f m ( t ) ,  s i n c e  one 
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of t h e s e  q u a n t i t i e s  could. always be improved a t  t h e  expense of t h e  
other .  I t  w a s  dec ided  t o  i n v e s t i g a t e  t h e  most commonly used chan- 
n e l s  t o  de te rmine  i f  such a parameter  f o r  t h e  waveform f m ( t )  could 
be determined which would m a x i m i z e  t h e  overa l l  system performance 
i n  some meaninqful  sense .  

The block l a b e l e d  channel  i n  t h e  p rev ious  a n a l y s i s  most com- 
monly i n c l u d e s  some t y p e  of carrier modulat ion Drocess i n  order t o  
t r a n s f e r  t h e  spectrum of f m ( t )  t o  a h i q h e r  f requency €or t r a n s m i s s i o n  
o v e r  some p h y s i c a l  channel ,  such a s  a w i r e  l i n e  or r a d i o  l i n k .  
inc luded  i s  a carrier demodulator wh ich  t r a n s f e r s  t h e  spectrum back 
t o  l o w  f r equenc ie s  t o  recover fm(t.) a t  t h e  receiver. The carrier 
modulator  a lmost  always h a s  a l i m i t a t i o n  on t h e  peak ampl i tude  o f  
f m ( t ) ,  as p r e v i o u s l y  expla ined .  I n  t h e  p h y s i c a l  channel  between 
t h e  carrier modulator  and demodulator t h e  most commonly assumed 
channel  imper fec t ion  i s  t h a t  of a d d i t i v e  w h i t e  no i se .  
l a t i o n  methods are compared on t h e  basis  of t h e  o u t p u t  s i s n a l  t o  
n o i s e  r a t i o ,  and formulas  are a v a i l a b l e  f o r  t h e s e  r a t io s  €or t h e  Five 
common carrier modulat ion methods, i n  Downing ( 1 9 6 4 )  fo r  i n s t a n c e :  

A l s o  

Car r ie r  moc'u- 

S A2 f 2 ( t )  
DSR = 

The one-sided n o i s e  s p e c t r a l  d e n s i t y  i s  N , A, i s  t h e  peak unmodulated 
carr ier  ampl i tude ,  Bfm i s  t h e  bandwidth 09 t h e  modula t ion  s i q n a l ,  0 
i s  t h e  peak phase d e v i a t i o n  for t h e  narrowband phase  modula t ion ,  and 
f~ i s  t h e  peak frequency d e v i a t i o n  for  t h e  f r eauency  modulat ion case. 

By use of a l i t t l e  algebra,  t h e  s i q n a l  t o  n o i s e  r a t i o s  f o r  
ampl i tude  modulation, double  s ideband suppres sed  c a r r i e r  modula t ion ,  
and narrow band phase modulat ion can be shown t o  be i n v e r s e l y  pro- 
p o r t i o n a l  t o  t h e  p roduc t  o f  t h e  bandwidth Bf  and t h e  peak t o  average 
power r a t i o  Pfm o f  t h e  modulat ion s i q n a l  fm(1T). 
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For channe l s  w i t h  a peak l i m i t a t i o n  t h e  peak modjulation f , ( t )  is 
f i x e d  and t h u s  t o  maximize t h e  o u t p u t  s i g n a l  t o  n o i s e  r a t i o  t h e  
p roduc t  of bandwidth and peak t o  averaqe  power r a t i o  should  be 
minimized. T h i s  p roduc t  is denoted by c a p i t a l  gamma. I t  has ap- 
p a r e n t l y  n o t  been cons ide red  p r e v i o u s l y  i n  waveform o p t i m i z a t i o n .  
For w i d e  band freq2encv modulation t h e  t r a n s m i s s i o n  bandwidth i s  
approximate ly  2 
r e a s o n a b l e  t o  f~ maximize: 

f,(t) , t h u s  for a f i x e d  bandwidth a l l o c a t i o n  it i s  

so t h a t  for wide band FM t h e  bandwidth B must be weighted more 

r o w  band F M  t h e  o u t p u t  s i g n a l  t o  n o i s e  r a t i o  i s  p r o p o r t i o n a l  t o :  
h e a v i l y  i n  t h e  o u t p u t  s igna l  t o  noise  r a  f yo minimiza t ion .  For nar -  

where  B i s  t h e  a l l o c a t e d  t r a n s m i s s i o n  bandwidth. For w i d e  band PY 
and s i n c f e  s ideband t h e  r e s u l t s  depend on  h iqher  o r d e r  p r o p e r t i e s  of 
t h e  modula t ion  s i q n a l  and cannot  i n  g e n e r a l  be w r i t t e n  i n  terms of 
o n l y  t h e  bandwidth and peak t o  averaqe power r a t i o  of f m ( t ) .  

I t  would have been more s a t i s f y i n g  i f  t h e  o u t p u t  s i g n a l  t o  
n o i s e  r a t i o  had t u r n e d  o u t  t o  be maximized by o p t i m i z a t i o n  of a 
s i n g l e  parameter of t h e  m u l t i p l e x i n g  system o u t p u t  waveform. I n  
three of t h e  most wide ly  used c a r r i e r  modulat ion methods, AM, DSB, 
and nar row band PM, t h i s  r e s u l t  is ob ta ined .  I n  wideband FM t h e  
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parameter  t o  be opt imized  i s  v e r y  s i m i l a r :  
we igh t ing  of the bandwidth. 
t h a t  f o r  many impor t an t  c h a n n e l s - t h e  optimum m u l t i p l e x i n q  system 
i s  t h e  one t h a t  has  minimum bandwidth t i m e s  peak t o  average power 
r a t i o  p roduc t ,  rfm. 

Before seeking  t h e  optimum m u l t i p l e x i n g  system for  t h i s  
c r i t e r i o n ,  it i s  d e s i r a b l e  t o  derive some bounds on t h e  m i n i m u m  
r f  t h a t  can be expec ted .  
b o b d s  t u r n  o u t  t o  be rather loose o r  c o n s e r v a t i v e .  Research con- 
t i n u e s  on improvement of these bounds,  so t h a t  t h e  best orthomux 
systems can be shown t o  be more n e a r l y  optimum. , 

it d i f f e r s  o n l y  i n  t h e  
I n  q e n e r a l  t h e  conc lus ion  may be made 

I t  is  p o s s i b l e  t o  do so, b u t  t h e  q e n e r a l  

The bandwidth w a s  p r e v i o u s l y  c o n s t r a i n e d  by: 

The peak t o  average power r a t i o  w a s  p r e v i o u s l y  shown t o  be c o n s t r a i n e d  
by : 

T h i s  c o n s t r a i n t  i s  t r u e  f o r  any waveform, of course .  I t  m i q h t  be 
expec ted  t h a t  it can be t i q h t e n e d  for orthomux sys tems,  b u t  t h e  
m o s t  g e n e r a l  bound is: 

BfmPfm 2 1 (0.833NBm) To 

For m u l t i p l i c a t i v e  orthomux systems:  

Therefore: 

and : 

2 0.8331'm. E rX I' f m  
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T h i s  l a s t  bound i s  ve ry  loose b u t  it shows t h a t  for  a m u l t i p l i c a t i v e  
orthomw svstem t h e  v a l u e  of gamma must be p r o p o r t i o n a l  t o  pm. The 
e x i s t a n c e  of both t h e  rx and ro bounds leads one t o  believe t h a t  rm 
must be bounded by some c o n s t a n t  t i m e s  N r m ,  because  pm can  be in -  
creased so t h a t  t h e  rX bound i s  greater and t h e n  rf, must increase 

N. However, m u y t i p l i c a t i o n  o f  t h e  rx and ro bounds l e a d s  o n l y  t o :  
I l i n e a r l y  w i t h  p , and t h e  correspondinq s t a t e m e n t  can be made about  

I n  one impor t an t  case it i s  p o s s i b l e  t o  show t h a t  t h e  bound i n c r e a s e s  
l i n e a r l y  w i t h  N and rm. T h i s  i s  t h e  case f o r  which t h e  peak o f  f , ( t )  
i s  de termined  by t h e  peak of a s i n g l e  or thonormal  f u n c t i o n  as i n  
m u l t i p l i c a t i v e  TDM systems:  

where t h e  or thonormal  waveform has been conf ined  t o  T/N seconds.  Thus: 

One f i n a l  bound w i l l  now be derived which w i l l  be u s e f u l  for  
sys tems for which it i s  p o s s i b l e  f o r  a l l  t h e  or thonormal  waveforms 

I t o  have t h e i r  peaks a t  t h e  same t i m e .  
N 
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CHAPTER V 

PERFORMANCE COMPARISONS AND CONCLUSIONS 

Performance Compa ri sons  

The performance comparison between t h e  v a r i o u s  m u l t i p l e x i n g  
systems are very  e f f i c i e n t l y  made by use  of Table 4 .  The top  three 
l i n e s  a r e  t h e  m o s t  impor t an t  bounds. The n e x t  qroup i n c l u d e s  com- 
mon FDM svstems. Following t h e  cor responding  TDM systems a r e  t w o  
of t h e  orthomux systems t h a t  are a t t r a c t i v e  from t h e  v iewpoin t  of 
equipment s i m p l i c i t y .  A c t u a l l y  t h e  l a s t  TDM system, PCM TDM, i s  
r e p r e s e n t a t i v e  of systems t h a t  have optimum peak-to-average power 
r a t io .  The first column i s  an e s t i m a t e  of t h e  r e q u i r e d  t r a n s m i s s i o n  
bandwidth. For many sys tems,  t h e  bandwidth c a n  be o n l y  estimated 
accord ing  t o  some n a t u r a l  c r i t e r i o n ,  s i n c e  t h e  spectrum of a t i m e  
l i m i t e d  s i g n a l  ex tends  over a l l  f r e q u e n c i e s .  The n e x t  column i s  
t h e  peak-to-averaqe power r a t i o  of t h e  composite f m ( t ) .  The worst 
case peak va lue  is  t aken  even though t h i s  may occur  r a r e l y .  The 
t h i r d  column is  t h e  p roduc t  o f  bandwidth and peak-to-average power 
ra t io ,  which was shown i n  Chapter  IV t o  be a meaningful  way t o  com- 
p a r e  t h e  performance of systems for  many channe l s .  The f o u r t h  column 
i s  t h e  r a t i o  o f  t h e  v a l u e  o f  gamma f o r  t h e  system t o  t h e  q e n e r a l  
bound d e r i v e d  i n  Chapter  I V .  An optimum system would have a r a t i o  
of one ,  and t h e  f a c t  t h a t  t h e  r a t io s  for  a l l  t h e  systems cons ide red  
are much g r e a t e r  lead one t o  believe t h a t  t h e  g e n e r a l  bound i s  n o t  
t h e  t i g h t e s t  one t h a t  cou ld  be derived. The other bounds i n  t h e  
table  are t h e  a d d i t i v e  bound I ' l  f o r  those m u l t i p l i c a t i v e  orthomux 
systems for which it is  p o s s i b l e  f o r  a l l  t h e  or thonormal  waveforms 
t o  add a t  t h e  same t i m e  t o  produce a peak,  and t h e  s i n g l e  f u n c t i o n  
bound I'2 f o r  those m u l t i p l i c a t i v e  orthomux systems f o r  which t h e  peak 
i s  determined by t h e  peak o f  a s i n g l e  or thonormal  f u n c t i o n .  These 
bounds, when used for comparison w i t h  t h e  a p p r o p r i a t e  systems i n  t h e  
f i f t h  column, y i e l d  very  i n f o r m a t i v e  r e s u l t s .  

For a channel  which d i s t u r b s  t h e  f m ( t )  o n l y  by t h e  a d d i t i o n  o f  
independent ,  whi te  Gaussian n o i s e ,  t h e  b i n a r y  orthomux and t h e  r e a l  
e x p o n e n t i a l  orthomux systems seem t o  be optimum from t h e  v iewpoin t  
o f  t h e  ha rdware  s i m p l i c i t y  c r i t e r i o n .  The tab le  demons t r a t e s  t h a t  
t h e  r e a l  exponen t i a l  set  produces a r a t h e r  i n f e r i o r  m u l t i p l e x i n g  
system from t h e  s t a n d p o i n t  of bandwidth and peak-to-average power 
r a t io .  The b i n a r y  orthomux system is  much more a t t r a c t i v e  from 
these s t a n d p o i n t s .  For t h e  band- l imi t ing  channe l ,  t h e  p r o l a t e  s p h e r o i d a  
waveforms lead t o  an optimum system. These waveforms ach ieve  t h e  m i -  
nimum p o s s i b l e  bandwidth,  a s  has  p r e v i o u s l y  been d i scussed .  However, 
it i s  ve ry  d i f f i c u l t  t o  e v a l u a t e  t h e i r  o t h e r  performance pa rame te r s ,  
such  as  peak-to-average power r a t i o  because  these cannot  be e x p r e s s e d  
i n  terms of e lementary  f u n c t i o n s  and can o n l y  he t a b u l a t e d .  They do 
n o t  appear  t o  be f e a s i b l e  f o r  u s e  i n  a p r a c t i c a l  m u l t i p l e x i n g  system 
because FDM systems, which are s imply  t o  b u i l d  and a n a l y z e ,  ach ieve  
e s s e n t i a l l y  t h e  same bandwidth. The tab le  shows t h a t  idea l  FDM i s  
a very  high performance system from t h e  peak-to-averaqe v iewpoin t  a s  
w e l l .  For a channel  which l i m i t s  t h e  peak ampl i tude  of t h e  composi te  
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fm(t) ,  coded systems such as t h e  PCM TDM system shown i n  t h e  table are 
optimum. 
d i f f i c u l t  to  say  i n  g e n e r a l  which system is  optimum. I n  view of t h e  
d i f f i c u l t y  i n  c a l c u l a t i n g  t h e  peak v a l u e  o f  a sum of a r b i t r a r v  or- 
thonormal waveforms, t h e  o n l y  feasible approach i s  t o  d e r i v e  bounds 
f o r  t h e  qamma parameter, and t h e n  t o  compare t h e  qammas of v a r i o u s  
systems t o  t h i s  bound. 
close enough f o r  a l l  p r a c t i c a l  purposes ,  t h e  problem is  so lved .  
Unfo r tuna te ly  t h e  general  bound p r e v i o u s l y  d e r i v e d  i s  so c o n s e r v a t i v e  
t h a t  it has n o t  been p o s s i b l e  t o  f i n d  a system which comes close t o  it. 
The t w o  s p e c i a l i z e d  bounds shown i n  t h e  t ab l e  a r e  ve ry  u s e f u l  how- 
eve r .  They  show t h a t  t h e  b i n a r y  orthomux system i s  about  as qood 
a s  can be ob ta ined  i n  a system i n  which  i t  i s  p o s s i b l e  for  a l l  t h e  
or thonormal  s i q n a l s  t o  add i n  phase t o  produce a peak. 
TDM w i t h  square  p u l s e s  i s  seen  t o  be a f a i r l y  qood system when com- 
pared t o  t h e  bound fo r  systems which have a peak determined by a 
s i n g l e  or thonormal  s i q n a l  . 

F o r  a channel  w i t h  a combinat ion of c o n s t r a i n t s  it i s  

Then if a system can be found which comes 

Likewise P W -  

Conclusions 

A general  model has  been derived t o  describe a l l  p o s s i b l e  
m u l t i p l e x i n g  systems excep t  those for  which  t h e  messaqes de te rmine  
t h e  v a l u e  of t h e  o u t p u t  i n  a non-real- t ime manner. I n  a d d i t i o n  t o  
i t s  use  i n  a n a l y s i s ,  t h e  model was shown t o  he capab le  of q e n e r a t i n q  
many new t y p e s  of m u l t i p l e x i n g  systems. One ve ry  i n t e r e s t i n g  m u l t i -  
p l ex ing  system t h u s  d e r i v e d  is " s u p e r  FDM" which used both s i n e  and 
c o s i n e  waves of t h e  same frequency as s u h c a r r i e r s .  T h i s  sys tem can 
be shown t o  have a l o w  peak-to-average power r a t i o  and t o  ach ieve  
e s s e n t i a l l y  t h e  minimum p o s s i b l e  bandwidth. 

mu l t ip l ex inq  systems for  v a r i o u s  channels .  I n  case of a channel  
w i t h  add i t ive  independent  w h i t e  A Gauss ian  n o i s e ,  a l l  o r t h o q o n a l  
waveforms lead t o  e q u a l  performance. Thus,  t h e  s u b j e c t i v e  c r i t e r i o n  
of  t h e  e a s e  of implementat ion becomes t h e  o n l y  impor t an t  s t a n d a r d  
of comparison. The system based on t h e  real  e x p o n e n t i a l  set and 
t h e  b i n a r y  orthomux system are p robab ly  as  s imple  t o  implement a s  can 
be achieved. For  a band l imi t ing  channel  a bound w a s  derived on t h e  
minimum bandwidth t h a t  can be achieved w i t h  a m u l t i p l e x i n q  system. 
Prolate s p h e r i o d a l  waveforms achieve t h i s  bound, b u t  have a number 
of other  f e a t u r e s  t h a t  make them u n a t t r a c t i v e  for  m u l t i p l e x i n q  ap- 
p l i c a t i o n s .  Ideal FDM and SSB FDM a c h i e v e  almost as  small  a band- 
w i d t h  and a r e  s u p e r i o r  t o  p r o l a t e  s p h e r o i d a l  waveforms i n  s e v e r a l  
o ther  r e s p e c t s .  Binary waveforms were shown t o  be op t imum'  f o r  a 
peak l i m i t i n q  channel .  Once t h e s e  waveforms have been selected for  
t h i s  channel ,  it remains on ly  t o  select t h e  t y p e  o f  code t o  be used. 
Simplex codes are optimum b u t  o r t h o g o n a l  codes are e s s e n t i a l l y  as 
good i f  t h e  number of p o s s i b l e  Waveforms i s  l a r g e .  

The m u l t i p l e x i n g  svstem model allows a s t u d y  of o p t i m a l i t v  of 

I t  i s  d i f f i c u l t  t o  de te rmine  which m u l t i p l e x i n q  System i s  
optimum for a channel  w i th  a combina t ion  of c o n s t r a i n t s .  A d i f -  
f e r e n t  approach was t aken  h e r e  t o  y i e l d  a r ea l i s t i c  s t a n d a r d  of com- 
p a r i s o n  for many prac t ica l  communications channe l s .  For a channel  
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in which double sideband, amplitude, or narrowband phase modulation 
is used for carrier modulation, it was shown that the overall output 
signal-to-noise ratio was maximized if a parameter rf, was minimized. 
This parameter is the product of the peak-to-average power and the 
bandwidth of fm(t). Various bounds were derived for this parameter 
which permit comparison of a given multiplexinq system's performance 
to ideal performance. 

Research is now underway to apply these results to the desiqn 
of a deep-space communication system. 
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n l ~  OPTIMUM MULTIPLEXING SYSTEM FOR 'SPACE COWWNICATIONS" 
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Stephen R i t e r  



ABSTRACT 

One of the limiting factors in the design of a space mission 
is the performance of the communications system available to sup- 
port the mission. This report examines the expected state of the 
art in spacecraft-to-ground communications fo r  the period from 1970 
to 1975 in order to determine the communications system performance 
for possible manned interplanetary exploration missions. This was 
accomplished by first studying in detail the hardware capabilities 
for the period of interest in order to determine the hardware per- 
formance that can be expected from equipment at this time. 

A system (patterned after the Unified S-band communications 
system which is currently being used for  Apollo) was designed, 
using the predicted equipment performance. The system was then 
optimized to yield the maximum possible information transfer rate 
with positive performance margin. An all-digital system was then 
designed, using coherent phase shift keying (PSK) and again op- 
timized to yield maximum information transfer. It was then de- 
termined that the all-digital PSK system gives a considerable 
theoretical advantage over the optimum Unified. S-band system. 
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I. Introduction 

Upon completion of the Apollo Program numerous manned space 
programs seem equally attractive; amonq them manned orbital labora- 
tories, Lunar exploration programs, and manned missions to our 
nearest planetary neighbors, Mars and Venus. From a communications 
point of view however, the most interesting and challenging of 
these are the manned interplanetary missions. Although it is 
presently impossible to pinpoint the exact time for these missions, 
it appears that such a mission could take place in the mid 1970's 
which would require a completed communications system design by 
approximately 1973. Based upon experience gained from Apollo there 
would be as a minimum a requirement for continuous ranging, track- 
ing, telemetry and voice communications with the spacecraft to 
planetary distances, 100 (10) nautical miles. This report is pri- 
marily concerned with determining the characteristics of equipment 
available to support such a mission, the performance of an optimum 
conventional modulation system to meet the communications require- 
ments using this equipment, and the advantages to be gained by usinq 
a theoretically optimum communications system, i.e. an all digital 
phase shift keyed system. 

11. Equipment Capabilities 

Studies of predicted equipment capabilities in 1973 were 
made. The results are summarized in Table 1 where a comparison 
with the performance of present day equipment is presented. These 
estimates are considered to be very conservative. In all instances 
the estimates are based on conventional devices which exist at the 
present time and merely represent extensions of the present state 
of the art. It is hoped and expected that several breakthrouqhs in 
techniques would make certain unconventional devices available at 
the time of the mission; however, it is not fe,asible to consider 
them in a communications system design. 

The frequency chosen was in the vicinity of 2.2 G H z ,  which 
is the frequency presently used for the primary spacecraft-to- 
ground communications links. It has been shown (Grim, 1959) that 
the 1 to 3 G H z  range is the optimum radio frequency for operation 
of "external-noise-limited" ground based receiving systems. This 
is because the sum of the two main sources of noise, cosmic noise 
and noise due to an absorbinq atmosphere, exhibits a minimum in 
this range. In addition Easterling and Goldstein (1965) have shown 
that there are no "deleterious effects on communications with or 
tracking of a spacecraft" at Martian distances, using frequencies in 
this range. Finally, since a tremendous investment in time and 
money has been made to develop equipment for the Apollo Program to 
operate at these frequencies, it seems unlikely (discounting a 
breakthrough in optical communications) that the present frequencies 
would be discarded. 



2 

The pr imary l i m i t a t i o n  on s p a c e c r a f t  t r a n s m i t t e r  power i s  
d i c t a t e d  by t r a n s m i t t e r  weight ,  volume, and i n p u t  power. S-band 
ampl i t rons  s u i t a b l e  f o r  s p a c e c r a f t  a p p l i c a t i o n s  w i t h  o u t p u t  powers 
up t o  200 w a t t s  have been developed by t h e  Raytheon Cornora t ion .  
These u n i t s  have a weight ,  volume, and i n p u t  power w i t h i n  t h a t  
a l lowab le  f o r  t h e  manned i n t e r p l a n e t a r y  s p a c e c r a f t  ( N o r t h  Av ia t ion  
Report  N o .  S I D  64-1-3, 1 9 6 4 ) .  Extens ion  beyond t h i s  o u t p u t  power 
does  n o t  appear  f e a s i b l e  a t  t h i s  t i m e ,  w i t h i n  t h e  r e l i a b i l i t y  con- 
s t r a i n t s  p r e s e n t  f o r  such a lonq m i s s i o n .  

There appears  t o  be no l i m i t  on t h e  amount o f  power t h a t  can 
be used on t h e  Ea r th - to - spacec ra f t  l i n k .  
chosen,  based upon d a t a  pub l i shed  i n  Je t  P ropu l s ion  Labora to ry  

The v a l u e  o f  400  kw was 

Report  N o .  32-501, August 20, 1 9 6 3 .  

A p a r a b o l i c  an tenna  w i t h  a q a i n  of 60 db a t  S-band is pres -  
e n t l y  a v a i l a b l e ,  a l t hough  it w i l l  n o t  be used f o r  t h e  Apollo l u n a r  
l a n d i n g  program. 
p r e s e n t l y  under development. Repor ts  i n d i c a t e  (North American 
Av ia t ion  ReDort N o .  S I D  65-761-3A, 1965) t h a t  t h e  same des ign  could 
be improved t o  g i v e  a g a i n  of 38  db  by 1970. 

r e c e i v i n q  system i s  g iven  by: 

A s p a c e c r a f t  an tenna  wi th  a g a i n  of  28 .6  dh i s  

I t  can be shown t h a t  t h e  e f f e c t i v e  n o i s e  t empera tu re  of a 

T = T + Tsky/L + Tline (1 - 1, 
eq r L 

where  Tr is  t h e  r e c e i v e r  e q u i v a l e n t  n o i s e  t empera tu re ,  Tsky i s  t h e  
e q u i v a l e n t  n o i s e  t empera tu re  o f  t h e  an tenna  and sky ,  T l i n e  i s  t h e  
e q u i v a l e n t  n o i s e  t empera tu re  of t h e  r a d i o  f requency  l i n e ,  and L t h e  
radio frequency l i n e  loss factor.  A t  S-band TSky is  approximate ly  
equal t o  6 O K  ( G r i m ,  1959) .  The 60  db  p a r a b o l i c  an tenna  has  a n o i s e  
tempera ture  of approximate ly  15OK (Fi l ipowsky and Muehldorf,  1965) .  
T r a v e l i n g  wave masers s u i t a b l e  f o r  u se  i n  qround r e c e i v i n q  s t a t i o n s  
have been developed w i t h  n o i s e  t e m p e r a t u r e s  as l o w  as 3.5OK (Tabor 
and S i b i l i a ,  1963) .  For t h e  above v a l u e s  and a r a d i o  f requency  
l i n e  l o s s  f a c t o r  of 1 .01 ,  t h e  approximate v a l u e  i n  p r e s e n t  r e c e i v i n q  
s t a t i o n s  Equation (1) y i e l d s  T = 2 7 O ~ .  

eq 
Je t  P ropu l s ion  Labora to rv  Report  N o .  32-501, i n d i c a t e s  t h a t  

t h e  use  of a p a r a m e t r i c  a m p l i f i e r  as  a s p a c e c r a f t  r e c e i v e r  i s  en- 
t i r e l y  f e a s i b l e .  Such a r e c e i v e r  would have a t o t a l  e f f e c t i v e  
system n o i s e  tempera ture  of 150'K. 

111. Opt imiza t ion  of a Convent iona l  M u l t i p l e x i n g  System 

A. Opt imiza t ion  C r i t e r i a  

The performance o f  a s i n g l e  communications l i n k  i s  u s u a l l y  
e v a l u a t e d  i n  terms of  t h e  r ange  e q u a t i o n ,  which expres sed  i n  
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TABLE 1 

P RE D I  CTE D SYSTEM CHARACTERISTICS 

Frequency 

T r a n s m i t t e r  Power 

T r a n s m i t t e r  Antenna Gain 

Receiver Antenna Gain 

Receiver System Temp. 

Frequency 

T r a n s m i t t e r  Power 

T r a n s m i t t e r  Antenna Gain 

Receiver Antenna Gain 

Receiver System Temp. 

S p a c e c r a f t  t o  E a r t h  - 
1973 - P r e s e n t  

2.2 G H z  2 . 2GHz 

20 w a t t s  200 w a t t s  

28.6 db 38 db 

52 db 60 db 

27OoK 27OK 

E a r t h  t o  S p a c e c r a f t  - 
1973 - P r e s e n t  

2.2GHz 2 . 2GHz 

1 0  kw 400  kw 

52 db 60 db 

28.6 db 38 db 

4 6 0 0 O K  15OOK 
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decibel notation is: 

S/N = PM + GM - 10 loglo (KBT) 
-20  lOCJl0 f -20 log10 R + 37.8 

where PM = Transmitted power 

GM = Transmitting antenna gain 

GR = Receiving antenna qain 

K = Boltzman's constant 

B = System bandwidth 

T = Effective system noise temperature 

R = Range in nautical miles 

f = Frequency in MHz 

This figure is then compared withS/N required for satisfactory 
performance to obtain a quantity commonly 
formance margin M, where 

referred to as per- 

(S /N)  ACTUAL - (S/N) REQUIRED M =  ( 3 )  

Consider the Multiplex link shown in Fiqure 1. The ranqe 
equation can be applied to this link by considering the multiplexing 
process as a scheme which allots certain fractions of the available 
power to each channel. This division of the available power can be 
taken into account of in Equation (2) by the addition of 10 logloP, 
where P is the fraction of power allocated to each channel. The 
resulting signal-to-noise ratio can then be calculated for each chan- 
nel of the system and compared with the required signal-to-noise 
ratio to obtain the margin for each channel. 

The equations for each channel can then be grouped toqether 
to form the followinq system of equations which completely charac- 
terize the system. 

b . 8 8 . 
. . . 8 b 
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where A = Sum of losses and q a i n s  common t o  a l l  channe l s  

Rn = Sum of losses and g a i n s  common t o  t h e  n t h  channel  

P, = F r a c t i o n  of energy  i n  t h e  n t h  channel  

(S/N)mQn = Required s i g n a l - t o - n o i s e  r a t i o  i n  t h e  n t h  
channel  

Mn = Performance margin of  t h e  n t h  channel .  

The common g a i n s  and losses would be q u a n t i t i e s  such as t r a n s -  
m i t t e d  power, t r a n s m i t t e r  an tenna  q a i n ,  and r e c e i v e r  an tenna  q a i n .  
The B f u n c t i o n s  would i n c l u d e  q u a n t i t i e s  such a s  e q u i v a l e n t  n o i s e  
bandwidths,  i n fo rma t ion  ra tes ,  and improvement due t o  modulat ion.  

The o p t i m i z a t i o n  c r i t e r i o n  chosen fo r  t h e  system of e q u a t i o n s  
should  be t h a t  t h e  v a r i a b l e s  Bn and Pn a r e  chosen so t h a t  t h e  set  
O f  Mn's a r e  a l l  p o s i t i v e  and t h a t  t h e  minimum Mn i s  a s  l a r g e  a s  pos- 
s ib le  for t h e  most extreme c o n d i t i o n s .  

B.  S i g n a l  Design 

An a n a l y s i s  of v a r i o u s  conven t iona l  modulat ion and m u l t i p l e x -  
i n g  techniques  i n d i c a t e d  t h a t  t h e  m o s t  a t t r a c t i v e  approach i s  t o  
use  a u n i f i e d  carrier system where t h e  t e l e m e t r y  and v o i c e  channe l s  
are modulated on s i n e  wave s u b c a r r i e r s  which are t h e n  narrow band 
phase modulated on a carr ier  a long  w i t h  the  r ang ing  in fo rma t ion .  
With t h i s  t ype  of system t h e  o p t i m i z a t i o n  r educes  t o  f i n d i n q  t h e  
optimum d i v i s i o n  o f  power as de termined  by t h e  modulat ion i n d i c e s  
and t h e  maximum te l eme t ry  b i t  rate. 

The r e c e i v i n g  equipment c u r r e n t l y  used by NASA are l i s t ed  
i n  Table 2 wi th  t h e  i n p u t  s i g n a l - t o - n o i s e  r a t i o ,  ( S / N ) ,  r e q u i r e d  
for  s a t i s f a c t o r y  o p e r a t i o n  and t h e  e q u i v a l e n t  n o i s e  bandwidth. 
s i g n a l  performance margin was c a l c u l a t e d  based on t h e  v a l u e s  of 
Table 2 f o r  an unmodulated car r ie r  t r a n s m i t t e d  from t h e  ground t o  
t h e  s p a c e c r a f t ,  t h e  up- l ink ,  and from the  s p a c e c r a f t  t o  t h e  ground,  
t h e  down-link, u s ing  t h e  range  e q u a t i o n .  These c a l c u l a t i o n s  are 
t a b u l a t e d  i n  Table  3 and i n d i c a t e  t h a t  t h e  spacecraf t - to-ground 
l i n k  was t h e  weaker o f  t h e  t w o  by a factor  of 2 5  db, p r i m a r i l y  be- 
cause  of t h e  a v a i l a b l e  power o f  4 0 0  kw and 400 w a t t s  a t  t h e  qround 
and s p a c e c r a f t  r e s p e c t i v e l y .  S i n c e  t h e  losses of t h e  up- l ink  and 
down-link in fo rma t ion  channe l s  are abou t  t h e  same, an optimum wave- 
form f o r  t h e  down-link w a s  selected and t h e n  used f o r  t h e  up- l ink .  

The 

A sys t em block diagram of a ground s t a t i o n  r e c e i v i n g  i s  shown 
i n  F igu re  2.  A narrow-band phase l o c k  loop i s  used as a Carrier 
t r a c k i n g  loop t o  derive a cohe ren t  r e f e r e n c e  s i g n a l  which i s  t h e n  
used t o  synchronously demodulate t h e  i n f o r m a t i o n  channels .  Bandpass 
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(S/N) REQ 

12 db 

TABLE 2 

PERFOSNANCE O F  NASA R E C E I V I N G  EQUIPMENT 

NASA Document N o .  1~!F01-13001-414, 1 9 6 5  

Equ iva len t  
Bandwidth 

700  Hz 

' u n c t i o n  

larrier Tracking  

'CM TM Detector 

'Y Voice Detector 

-- 

.anging Rece iver  

Grcund - S t a t i o n  

9 db 1 5 0  KHz 
60 X H z  
6 K H z  

10 db 

- 

20 KHz 

-< - 
3 2  db I 1 Hz 

S p a c e c r a f t  
__I--- 

1 1  nc t i on 

20 KHz 
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f i l t e rs  a r e  t h e n  used t o  s e p a r a t e  t h e  s u b - c a r r i e r s  p r i o r  t o  detec- 
t i o n .  

It can be shown t h a t  t h e  e f f e c t i v e  s i g n a l  t o  n o i s e  r a t i o  a t  
p o i n t s  a,  b,  c, and d o f  F i g u r e  2 can be approximated by 

where A, is t h e  carrier ampl i tude ,  B o ,  B l ,  B2 are t h e  modulat ion 
i n d i c e s  of t h e  ranging  v o i c e  and t e l eme t ry  channe l s ,  K i s  Bol tzman ' s  
c o n s t a n t ,  T is t h e  e f fec t ive  system n o i s e  t e m p e r a t u r e ,  and Ba, B b ,  
Bc, Bd are t h e  e q u i v a l e n t  n o i s e  bandwidths a t  p o i n t s  a ,  b ,  c ,  and 
d r e s p e c t i v e l y .  

e q u a t i o n s  described p r e v i o u s l y .  
e q u a t i o n s  are l i s ted  i n  Table 4 .  The e q u a t i o n s  are 

These r e l a t i o n s h i p s  were used t o  develop  t h e  system of 
The compute? pa rame te r s  of t h e  

, B ? ) ,  and t h e  tele- 
metry e q u i v a l e n t  n o i s e  bandwidth (BTM) which e rmines  t h e  i n f o r -  
The v a r i a b l e s  are t h e  modulat ion i n d i c e s  ( B o ,  

mation r a t e .  

An a d d i t i o n a l  c o n s t r a i n t  on t h e  system of e q u a t i o n s  is  t h a t  
t h e  sum of t h e  modulat ion i n d i c e s  must be less t h a n  2 .4 ,  because 
t h e  t y p e  of c a r r i e r  t r a c k i n g  loop used  i n  t h i s  svstem w i l l  n o t  
f u n c t i o n  p r o p e r l y  w i t h  a peak phase d e v i a t i o n  g r e a t e r  t h a n  t h e  
f i r s t  z e r o  o f  t h e  z e r o  order Ressel f u n c t i o n  (Gardner and Kent,  1966). 

A computer program w a s  w r i t t e n  i n  t h e  MAD language for  t h e  
IBM7094 t o  o p t i m i z e  t h e  g e n e r a l  system of e q u a t i o n s .  The form of 
t h e  Pn and t h e  v a l u e s  o f  A and Bn are  l e f t  as i n p u t s  t o  be s p e c i f i e d  
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TABLE 4 

SYSTEM PARAMETERS FOR ALL CHANNELS 

U n i t s  - db Source  

All Channels  - 
(1) Received S i g n a l  Power -140 Tab le  3 
( 2 )  Noise S p e c t r a l  Dens i ty  

(3) A 

-215 Tab le  3 

75 (1) - ( 2 )  

Carrier Tracking - Loop 

Bandwidth = B2 700 Hz 28 T a b l e  2 
12 Tab le  2 (S/N) REQUIRED 

7 5 - 2 8 - 12 - 10 ldgl oP l=M1 

Bandwidth = B2 

(S/N) REQUIRED 

Ranging Channel 

0 
-- 

1 Tab le  2 
32 Tab le  2 

Voice Channel 

Bandwidth = B3 20kc 43 T a b i e  2 
1 0  T a b l e  2 (S/N) REQUIRED 

7 5-4 3 -1O-lOl0g~ OP3=M3 

T e  I erne t r y Chanile 1 --- .-- 
Bandwidth = B4 

(S/N) REQTJIRED 
75-B-19-1010gloP3=M4 

Tab le  2 
19 Tab le  2 
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a t  t h e  t i m e  of execu t ion .  A n  a b b r e v i a t e d  f l o w  chart of t h e  pro-  
gram a p p l i e d  t o  t h i s  s p e c i f i c  system i s  shown i n  F igu re  3. 
program i s  used t o  select t h e  optimum v a l u e s  of t h e  modulat ion 
index  and the  maximum in fo rma t ion  ra te  and t o  c a l c u l a t e  t h e  per- 
formance of  the channels .  The r e s u l t s  of t h e  computer proqram 
are p resen ted  i n  Table  5.  They indicate  t h a t  a l l  channe l s  have 
p o s i t i v e  performance margins ,  a l though  based upon p r e s e n t  re- 
qui rements  f o r  t h e  Apollo program t h e  t e l e m e t r y  ra te  i s  too l o w  
t o  suppor t  t h e  t r a n s m i s s i o n  of both s c i e n t i f i c  and operational data. 

The 

TABLE 5 

CHARACTERISTICS OF THE OPTIMUM SPACECRAFT TO GROUND LINKS 

Funct ion  Modulation Index Performance Margin db 

23.0 -_ Carrier 

Ranging 0.6 11.1 

Telemetry a t  
1 6  K i l o b i t s  
p e r  second 

voice 

1.7 

0 .1  

0.1 

10 .4  

The same s i g n a l  d e s i g n ,  t r a n s m i t t e r  and receiver conf igu ra -  
t i o n  can be used f o r  t h e  up - l ink ,  as t h i s  i s  t h e  s t r o n g e r  of t h e  
t w o  and w i l l  f u n c t i o n  s a t i s f a c t o r i l y  i f  t h e  down-link f u n c t i o n s  
s a t i s f a c t o r i l y .  

I V .  

l i m i t e d ,  t he  proven optimum means of communications i s  s implex 
s i g n a l i n g .  
n e a r l y  approached i n  p r a c t i c a l  sys tems by phase  s h i f t  keying (PSK) 
w i t h  cohe ren t  demodulation and matched f i l t e r  d e t e c t i o n .  , 

4 An A l l  Dig i ta l  S p a c e c r a f t  t o  Ground Link 

For a channel  which i s  peak power l i m i t e d  b u t  n o t  bandwidth 

For t h e  b i n a r y  case t h i s  theoret ical  optimum i s  most 

For t h e  above PSK system t h e  p r o b a b i l i t y  of b i t  error as a 
f u n c t i o n  of received power and t h e  n o i s e  s p e c t r a l  d e n s i t y  of t h e  
r e c e i v e r  is g iven  by 

where 
S = Received s i g n a l  power i n  w a t t s  
T = B i t  l e n g t h  i n  sec 
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L1 
JA=.  1, .1 I 2.4 

I 

L3 
JC=.1,.1,2.4 

I 

A =C +1OLogl0 [JO(JA)JO(JB)COS(JC)l 2 

A =C -I-lOLOglo Po (JA) J o  (JR) SIN (JCJ 2 
A =C +lOLoglo p1 ( J A ) Z 0  (JR) COS ( J C I  2 

A =C -!-loLoglo [Jo (JA) J, (JR) COS (JCg 2 

1 1  

2 2  

3 3  

4 4  

'---e 

F i g u r e  3 
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rl = S p e c t r a l  d e n s i t y  of t he  i n p u t  n o i s e  i n  watts/cps 

and erf is t h e  so-called error f u n c t i o n .  

X erf x =-+- 2 $e-y2i2 dy 
0 

The q u a n t i t y  Peb i s  p lo t ted  i n  F i g u r e  4 v e r s u s  ST/2n. 

For most data t r a n s m i s s i o n  a p p l i c a t i o n s  t h e  minimum accep- _ -  
table b i t  error rate i s  

peb = 10-3 

I t  can be seen  from F igure  4 t h a t  t h i s  cor responds  

ST/2rl = 6 . 8  db 

Furthermore Table 3 gives  

S/2q = -140 - (-215) = 75 db 

(9) 

t o  

(10) 

f o r  t h e  spacecraf t - to-ground communications l i n k  o p e r a t i n g  a t  
i n t e r p l a n e t a r y  i s t a n c e s .  It f o l l o w s  t h a t  t h e  theoret ical  maximum 
data r a t e ,  R = for  t h i s  system is  T' 

R = 68.2 db (12) 

= 6.61  BPS 

The maximum data  ra te  for  t h e  optimum c o n v e n t i o n a l  system of 
Chapter  I11 would be 1 6 ( 1 0 ) 3 B P S  for  t h e  te lemet ry  p l u s  t h e  voice 
which could be d i g i t i z e d  t o  form a 1 .2 (10)3BPS b i t  stream ( F i l l i -  
powsky and Meuhldorf, 1965) .  T h i s  would i n d i c a t e  a s u p e r i o r i t y  of 
375t1  f o r  t h e  d i g i t a l  system over t h e  c o n v e n t i o n a l  system, when both 
f i g u r e s  ignore t h e  c o n t r i b u t i o n  of t h e  PRN r a n g i n g  code, which is  
n e i t h e r  c lear ly  understood no r  d i s c u s s e d  i n  t h e  l i t e r a t u r e .  

Two major problems must be solved before f u l l  advantage can 
be t a k e n  of t h i s  h igh  theoret ical  data  ra te .  F i r s t  a method must 
be developed so t h a t  a l l  t h e  i n f o r m a t i o n  can  be combined i n t o  a 
s i n g l e  d i g i t a l  waveform i n  such a way t h a t  t h e  s p a c e c r a f t  t r a n s p o n d e r  
does n o t  have t o  process t h e  pseudo-random r a n g i n g  code. Second a 
means of o b t a i n i n g  a h i g h l y  s tab le  c o h e r e n t  r e f e r e n c e  must be ob- 
t a i n e d .  
here . Only  t h e  second of these t w o  problems w i l l  be d i s c u s s e d  
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A commonly used method for  provid ing  synchron iza t ion ,  i n  m o s t  

PSK systems,  i s  t o  t r a n s m i t  a discrete synchron iza t ion  s i g n a l .  Such 
a technique  is o f t e n  described as a u x i l i a r y  channel  synchron iza t ion .  

t i o n  dec reases  t he  amount of energy  a v a i l a b l e  f o r  t r ansmiss ion .  
For example one commonly used t echn ique  i s  t o  t r a n s m i t  

S ( t )  = cos(wct + B m ( t ) )  ( 1 3 )  

I n  peak power l i m i t e d  systems,  a u x i l i a r y  channel  synchroniza-  

where O l S l l r  

or s ( t )  = toss coswct - m ( t )  s i n P  s inwct  

From Equat ion (13) it can be seen  t h a t  cos28 of t h e  a v a i l a b l e  energy  
i s  used t o  g e n e r a t e  a spectral component a t  wc which can be t r a c k e d  
by a phase lock  loop t o  provide  a cohe ren t  r e fe rence .  
i n  t h e  a u x i l i a r y  channel  is obvious ly  provided  a t  t h e  expense of 
energy  i n  t h e  informat ion  channel .  The d i v i s i o n  o f  energy  between 
t h e  two channels  i s  shown i n  F igu re  5 .  There fo re  t h e  d e s i r a b i l i t y  
t o  p u t  as much energy i n  t h e  in fo rma t ion  channel  as p o s s i b l e  i s  i n  
c o n f l i c t  w i t h  t h e  requi rement  t o  make f3 as  s m a l l  as p o s s i b l e  i n  order 
t o  provide  adequate  synchron iza t ion .  

t e m s  t h e  a u x i l i a r y  s i g n a l  i s  o f t e n  d i s t u r b e d  by t h e  channel  i n  a 
manner t h a t  i s  d i f f e r e n t  from t h a t  of t h e  informat ion  s i g n a l  t h u s  
adve r se ly  e f f e c t i n g  t h e  performance. 

As a r e s u l t  of t h e  above it appea r s  t h a t  a scheme which al-  
l o w s  one t o  d e r i v e  a r e f e r e n c e  from t h e  in fo rma t ion  i tself  would 
be u s e f u l .  One such scheme is t h e  "carrier ha tch ing  loop ,"  which 
i s  shown i n  F i g u r e  6. The name comes from t h e  fact  t h a t  t h e  band- 
pas s  f i l t e r  i s  r e a l i z e d  by use  of a phase  lock loop. 

The energy  

I t  has a l s o  been shown (Lindsey,  1965) t h a t  i n  a u x i l i a r y  sys- 

I f  a s  be fo re :  

s = A cos[wct + m ( t )  ;I 
t h e n  : 

s 2  = A2 + A2 cos  2wc t  
Z ' I  

If t h e  band p a s s  f i l t e r  is  c e n t e r e d  a t  2wc  t h e n  i t s  o u t p u t  can 
be d iv ided  i n  f requency  by t w o  and used  as a r e f e r e n c e  s i g n a l .  The 
key t o  the  performance of t h i s  t echn ique  i s  t h e  s i q n a l  t o  n o i s e  
performance 
shown t o  be 

The o u t p u t  s i g n a l  t o  n o i s e  r a t i o  can be 

A2 112 
2- 

WBP 



17 

100 

75 

5 0  

25 

0 

Informat i o n  

Reference 

-- 
( r a d i a n s  ) 

Figure 5 
D I V I S I O N  OF TOTAL ENERGY VERSUS f3 



18 

I 53' 

P 



19 
where wBP is the radian bandwidth of the filter. For a typical 
value for a phase locked tracking filter S/20  = 7 5  db and 
WP = 21~(700) (Bunce, 1 9 6 5 ) ,  the output signal-to-noise ratio 
is 69 db. This signal-to-noise ratio would be adequate to 
derive a coherent reference with negligible phase error. 

In addition to providing a coherent reference for the 
demodulation of the data the reference can also be used to 
coherently demodulate the angle tracking information. This 
utilization obviates the need for transmitting a wasteful refer- 
ence for angle tracking as is presently done in many applica- 
tions. 

A functional block dia.gram of the ground receiver for the 
PSK system is shown in Figure 7.  

V. Conclusions 

While it is too early to predict exactly what communica- 
tions systems will be used for the manned interplanetary missions, 
it appears that the all-digital PSK system is worthy of consider- 
ations. 
over the present unified S-band system, is capable of inte- 
gration into the MSFN, and its few remaining unresolved problems 
are presently under intense study by many orgianizations. 

The system displays considerable theoretical advantage 
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